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#### Abstract

A code in a graph is a proper subset of the graph's vertex set. The elements of a code are called the codewords, and the automorphism group of a code is the group of all graph automorphisms which leave invariant the set of codewords. Given a finite set $\mathcal{V}$ of $v$ elements and an integer $k$ which satisfies $1 \leqslant k \leqslant v-1$, we define the Johnson graph $J(\mathcal{V}, k)$ as follows: the vertices are the $k$-element subsets of $\mathcal{V}$, and vertices $\Delta_{1}$ and $\Delta_{2}$ are adjacent if and only if $\left|\Delta_{1} \cap \Delta_{2}\right|=k-1$. A code $\Gamma$ in $J(\mathcal{V}, k)$ is called $X$-strongly incidence-transitive if $X$ is a subgroup of $\operatorname{Aut}(\Gamma)$ which acts transitively on $\Gamma$, and for each codeword $\Delta \in \Gamma$, the setwise stabiliser $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$, where $\bar{\Delta}=\mathcal{V} \backslash \Delta$. The study of strongly incidence-transitive codes in Johnson graphs was initiated by Robert Liebler and Cheryl Praeger, in association with their investigations of neighbour-transitive codes in Johnson graphs. Their research led to the discovery of several new infinite families of strongly incidence-transitive codes, but also left several open problems. This thesis contributes towards the classification of strongly incidencetransitive codes in Johnson graphs by addressing problems posed by Liebler and Praeger connected with the following group actions: (i) $X=\operatorname{Sp}_{2 n}(2)$ and $\mathcal{V}=\mathcal{Q}^{\epsilon}$ is the set of all $\epsilon$-type quadratic forms on $\mathbb{F}_{2}^{2 n}$ which polarise to the nondegenerate alternating form preserved by $X$; and (ii) $\mathcal{V}=\mathbb{F}_{2}^{n}$ and $X$ is a 2-transitive subgroup of $\mathrm{AGL}_{n}(2)$ which contains the group of translations of $\mathcal{V}$.

In case (i) we classify all $X$-strongly incidence-transitive codes in $J(\mathcal{V}, k)$ under the condition that the stabiliser of a codeword lies in one of the geometric Aschbacher classes of subgroups of $\mathrm{Sp}_{2_{n}}(2)$, denoted $\mathcal{C}_{1}-\mathcal{C}_{8}$. This produces several new infinite families of $X$-strongly incidence-transitive codes associated with the geometric Aschbacher classes, and in particular, we find that the stabiliser of a codeword always lies in $\mathcal{C}_{1}$. Additionally, we investigate the $X$-strongly incidence-transitive codes in case (i) related to the fully deleted permutation modules for the symmetric and alternating groups, and find a pair of complementary codes when $n=4$ with codeword stabilisers isomorphic to $S_{10}$. There are no further examples associated with the fully deleted permutation modules for the symmetric and alternating groups. If the stabiliser of a codeword lies in the almost-simple Aschbacher class $\mathcal{C}_{9}$ then we are able to rule out the majority of possibilities, but leave some open cases. In particular, it is currently unknown whether there exists an $X$-strongly incidence-transitive code $\Gamma$ in case (i) with $\Delta \in \Gamma$ and $\operatorname{soc}\left(X_{\Delta}\right)$ either an alternating group $A_{m}$ with $m>2 n+2$ or a classical group of Lie type over $\mathbb{F}_{4}$.

In case (ii) we introduce single-component strongly incidence-transitive codes and show that every $X$-strongly incidence-transitive code can be expressed as a disjoint union of single-component codes. Additionally, we construct a projection from an arbitrary single-component code $\Gamma$ in $J\left(2^{n}, k\right)$ onto a translation-free code in $J\left(2^{n-m}, k / 2^{m}\right)$, where the number of translations fixing a given codeword setwise is $2^{m}$. For $r \geqslant 4$, it is demonstrated that the translation-free $X$-strongly incidence-transitive codes in $J\left(2^{r}, k\right)$ are the block sets of known families of point 2-transitive symmetric designs with automorphism group $\mathrm{ASp}_{r}(2)$, with $r$ even and $k=2^{r-1} \pm 2^{r / 2-1}$. We provide a process for lifting a translation-free code to a single-component code, though it is currently unknown whether there are alternative methods for achieving this.
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## CHAPTER 1

## Introduction

The birth of information theory is generally attributed to the publication of Claude Shannon's article 'A Mathematical Theory of Communication' [2] in 1948. In the two years following, Hamming introduced the perfect 1-error-correcting codes which now bear his name [3], and Golay published a one page article [4] which provided generator matrices for the perfect binary and ternary Golay codes. Early coding theory was largely motivated by the possibility of detecting and correcting errors which occur while communicating over a noisy channel. However, the underlying mathematical structures are deeply connected with finite geometry, combinatorics and group theory. As an example, the automorphism groups of the Golay codes and their extensions are closely related the the Mathieu groups [5, Chapter 5]. The relationships between codes, combinatorics and algebra are explored in [6, and further information of the sort can be found in $[\mathbf{7}, \mathbf{8}, \mathbf{9}, \mathbf{1 0}, \mathbf{5}$.

Hamming [3] defines a code of length $n$ over an alphabet $\mathcal{A}$ of size $q$ to be a subset of vectors in the $n$-fold cartesian product $\mathcal{A}^{n}$, and calls the elements of a given code the codewords. If $\mathcal{A}$ is a finite field then $\mathcal{A}^{n}$ is a finite vector space. In this situation, a $(n, k)$-linear code is defined to be a $k$-dimensional subspace of $\mathcal{A}^{n}$. Whether or not the code is linear, $\mathcal{A}^{n}$ comes equipped with a metric $d_{H}$, commonly called the Hamming metric, which is defined as follows: for any codewords $x$ and $y$, $d_{H}(x, y)$ is the number of indices such that $x_{i} \neq y_{i}$. It is the Hamming metric which enables one to quantify the 'error correcting capabilities' of a particular code. Indeed, suppose $\Gamma \subset \mathcal{A}^{n}$ is a code, and let $\delta$ denote the minimum Hamming distance between any distinct pair of codewords. Imagine Alice wishes to communicate with Bob over a digital channel using the code $\Gamma$. Alice encodes a message as a codeword $x$, and upon transmission, the string received by Bob is $y$. To decode $y$, Bob attempts to identify a unique codeword $z$ which minimises $d_{H}(z, y)$. Of course, if $z$ is not unique then Bob cannot decode $y$, but provided that $d_{H}(x, y) \leqslant\left\lfloor\frac{\delta-1}{2}\right\rfloor$, $y$ will be correctly decoded to $x$. This type of decoding is called nearest-neighbour decoding. Further details can be found in [9, Chapter 3].

Hamming's definition of a code admits a natural generalisation. Indeed, let $(\mathcal{X}, d)$ be a metric space, where $|\mathcal{X}|<\infty$. A code is simply a subset of $\mathcal{X}$. For the entirety of this dissertation, we restrict this definition slightly by specifying that $\mathcal{X}$ is the vertex set of a connected undirected graph $\mathscr{G}$ with a finite number of vertices and without loops or multiple edges. Graphs come equipped with a path length metric, which computes the length of the shortest path between any given pair of vertices in $\mathscr{G}$. Codes of this type are generally referred to as codes in graphs. It should be noted that Hamming's definition of a code fits within the framework of codes in graphs since we may choose the vertex set of $\mathscr{G}$ to be $\mathcal{A}^{n}$ and define vertices $x$ and $y$ to be adjacent if and only if their Hamming distance is one. Examples from this important family of graphs are appropriately named Hamming graphs, and denoted $H(n, q)$ with $n \geqslant 1$ and $q=|\mathcal{A}| \geqslant 2$. The study of codes in graphs was introduced in the PhD thesis of Phillipe Delsarte [11, wherin he comments that '(the Hamming and Johnson graphs) appear
to provide a natural framework for a combinatorial theory of codes'. We have met the former of these families, now we introduce the latter.

Let $\mathcal{V}$ be a finite set of cardinality $v$ and let $k$ be an integer which satisfies $1 \leqslant k \leqslant v-1$. We denote by $\binom{\mathcal{V}}{k}$ the set of all $k$-element subsets of $\mathcal{V}$. The Johnson graphs, denoted $J(\mathcal{V}, k)$, are a family of distance-regular graphs with vertex set $\binom{\mathcal{V}}{k}$. A pair of $k$-sets $\Delta_{1}, \Delta_{2} \in\binom{\mathcal{V}}{k}$ are adjacent in $J(\mathcal{V}, k)$ if and only if $\left|\Delta_{1} \cap \Delta_{2}\right|=k-1$. The Johnson metric on $J(v, k)$ is defined by the equation $d\left(\Delta_{1}, \Delta_{2}\right)=v-\left|\Delta_{1} \cap \Delta_{2}\right|$. This corresponds to the length of the shortest path between $\Delta_{1}$ and $\Delta_{2}$. When convenient to do so, we write $J(v, k)$ instead of $J(\mathcal{V}, k)$. Note that if $k=1$ or $v-1$ then $J(v, k)$ is a complete graph on $v$ vertices. We therefore assume $2 \leqslant k \leqslant v-2$ for the remainder of the thesis.

We note that Norman Biggs introduces the concept of codes in distance-transitive graphs in [12], independently of Delsarte.

### 1.1. Codes in graphs

Let $\mathscr{G}$ be a simple connected regular graph with vertex set $V(\mathscr{G})$, and let $\Gamma \subset V(\mathscr{G})$ be a code. Denote by $d$ the path length metric defined on the vertex set of $\mathscr{G}$. The minimum distance of $\Gamma$ is defined as $\delta=\min \{d(x, y) \mid x, y \in \Gamma, x \neq y\}$. If $e=\left\lfloor\frac{\delta-1}{2}\right\rfloor$ then for any vertex $y \in V(\mathscr{G})$ which has a distance at most $e$ from a codeword $x \in \Gamma$, the distance from $y$ to $x$ is strictly less than the distance from $y$ to any other codeword. For this reason, $\Gamma$ is called an e-error correcting code, where $e=\left\lfloor\frac{\delta-1}{2}\right\rfloor$. For each $x \in V(\mathscr{G})$ we define the distance from $x$ to $\Gamma$ by $d(x, \Gamma)=\min \{d(x, y) \mid y \in \Gamma\}$, and the covering radius of $\Gamma$ by $\rho=\max \{d(x, \Gamma) \mid x \in V(\mathscr{G}) \backslash \Gamma\}$. For each $r \in \mathbb{N}$ we define the sphere of radius $r$ centred on $\Gamma$ by $\Gamma_{r}=\{x \in V(\mathscr{G}) \mid d(x, \Gamma)=r\}$. In particular, elements of $\Gamma_{1}$ are called the neighbours of $\Gamma$. Note that $\Gamma=\Gamma_{0}$. Similarly, we define the disk of radius $r$ centered on $\Gamma$ by $D_{r}(\Gamma)=\{x \in V(\mathscr{G}) \mid d(x, \Gamma) \leqslant r\}$. Note that $\rho$ is the smallest integer such that $V(\mathscr{G})=\cup_{x \in \Gamma} D_{\rho}(x)$.

The sphere packing bound is a fundamental inequality in coding theory. For a code $\Gamma$ in a graph $\mathscr{G}$ with minimum distance $\delta$ and $e=\left\lfloor\frac{\delta-1}{2}\right\rfloor$, the sphere packing bound can be expressed as

$$
\begin{equation*}
|\Gamma| \sum_{x \in \Gamma}\left|D_{e}(x)\right| \leqslant|V(\mathscr{G})| \tag{1.1}
\end{equation*}
$$

where $D_{e}(x)$ is a disk of radius $e$ centred on a codeword $x$. Equality holds in Equation 1.1) if and only if the vertices of $\mathscr{G}$ can be partitioned into non-intersecting disks of radius $\rho$. In this case, $\Gamma$ is called a perfect code. If $\Gamma$ is a perfect code then it is always possible to decode using nearest-neighbour decoding. Of course, if too many errors occur then it is possible to decode incorrectly, but for every string $z$ received by the decoder there exists a unique codeword $x$ which minimises $d_{H}(x, z)$. We have already met some examples of perfect codes in Hamming graphs $H(n, q)$; the Hamming codes constructed in [3] and the Golay codes [4] are perfect. Disappointingly, perfect codes are quite rare. Indeed, if $\mathscr{G}$ is a Hamming graph over a finite field of order $q$ then the only nontrivial perfect codes in $\mathscr{G}$ are the Hamming codes and the Golay codes (see [13, 14]). There are no known nontrivial examples of perfect codes in Johnson graphs, and Delsarte [11] conjectures that no examples exist. Delsarte's conjecture is open, though bounds and necessary conditions have led to non-existence proofs in special cases. Chapter 1 of $\mathbf{1 5}$. provides an excellent overview of the problem.

An alternative approach is to weaken the conditions placed upon perfect codes. To this end, Delsarte 11 introduced a family of codes called completely regular codes. Completely regular codes
share many of the combinatorial properties associated with perfect codes [16], and if $\mathscr{G}$ is a distance regular graph then every perfect code in $\mathscr{G}$ is completely regular [17]. The classes of codes described thus far are defined in terms of a combinatorial restriction, but this is certainly not the only way to construct codes.

## Definition 1.1

Let $\Gamma$ be a code in $\mathscr{G}$. The automorphism group of $\Gamma$ is the subgroup of elements in Aut $(\mathscr{G})$ which stabilise $\Gamma$ setwise. The full automorphism group of a code $\Gamma$ is denoted $\operatorname{Aut}(\Gamma)$.

A code $\Gamma$ induces a partition of $V(\mathscr{G})$ with parts $\Gamma_{i}=\{x \in V(\mathscr{G}) \mid d(x, \Gamma)=i\}$, where $i$ is an integer ranging from 0 to $\rho$. Since $\operatorname{Aut}(\Gamma)$ preserves adjacency and fixes $\Gamma$ setwise, the parts $\Gamma_{i}$ are necessarily invariant under the action of $\operatorname{Aut}(\Gamma)$. The majority of our work is dedicated to the construction and classification of families of codes using automorphism groups and the distance partition.

### 1.2. Codes in Hamming graphs

Let $\mathcal{A}$ be set of size $q$. Recall that the Hamming graph $H(n, q)$ is the graph with vertex set $\mathcal{A}^{n}$, and for any vertices $x$ and $y, x$ is adjacent to $y$ if and only if $d_{H}(x, y)=1$. For any vertex $x$, the weight of $x$ is defined to be the number indices $i$ with $1 \leqslant i \leqslant n$ and $x_{i} \neq 0$. The weight is denoted by wt $(x)$. If $\Gamma$ is a linear code then $\mathrm{wt}(x)$ is the distance from $x$ to the zero vector.

The symmetric group $S_{n}$ acts on the vertices of $H(n, q)$ as the group of $n \times n$ permutation matrices which permute the coordinates of vectors in $\mathcal{A}^{n}$. If $\Gamma$ is a code in $H(n, q)$, we call the group of $n \times n$ permutation matrices which fix $\Gamma$ setwise the permutational automorphism group of $\Gamma$. The permutational automorphism group is denoted $\operatorname{PAut}(\Gamma)$. The full automorphism group of $H(m, q)$ is the wreath product $S_{q} 2 S_{n}$ [18, Theorem 9.2.1], where $S_{q}$ is the symmetric group on $\mathcal{A}$. In accordance with Definition 1.1, we consider the full automorphism group of $\Gamma$ to be the setwise stabiliser of $\Gamma$ in $S_{q}$ 乙 $S_{n}$. This is denoted Aut $(\Gamma)$. As explained in [19, Section 2.3.5], the definition of the automorphism group of a code differs slightly throughout the coding theory literature. While $S_{q}$ 乙 $S_{n}$ preserves Hamming distance, coding theorists are often interested specifically in the weight preserving automorphisms of codes, and usually refer to $\operatorname{PAut}(\Gamma)$ as the 'automorphism group of $\Gamma$ '. In addition, when $\mathcal{A}$ is a finite field of order $q$, there are two other automorphism groups which we mention. A monomial matrix with entries in $\mathbb{F}_{q}$ is a square matrix with exactly one nonzero entry in every row and column. The monomial automorphism group, $\operatorname{MAut}(\Gamma)$ is the group of $n \times n$ monomial matrices which fix $\Gamma$ setwise. If $\sigma \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$, then for $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in H(n, q)$ we define $x^{\sigma}=\left(x_{1}^{\sigma}, x_{2}^{\sigma}, \ldots, x_{n}^{\sigma}\right)$. The coding automorphism group, denoted CAut $(\Gamma)$, is the group generated by the $n \times n$ monomial matrices and field automorphisms. It is shown in [19, Section 2.3.5] that the automorphism groups discussed above can be identified with subgroups of $\operatorname{Aut}(\Gamma)$ such that $\operatorname{PAut}(\Gamma) \leqslant$ $\operatorname{MAut}(\Gamma) \leqslant \operatorname{CAut}(\Gamma) \leqslant \operatorname{Aut}(\Gamma)$, and that each containment can be strict.

## Definition 1.2

Let $\mathscr{G}=H(n, q)$. Let $\Gamma \subset V(\mathscr{G})$ be a code with covering radius $\rho$ and let $X$ be a subgroup of Aut $(\Gamma)$.

For $r \leqslant \rho$, we call $\Gamma$ an $(X, r)$-neighbour-transitive code if $X \leqslant \operatorname{Aut}(\Gamma)$ acts transitively on $\Gamma_{i}$ for all $i$ with $0 \leqslant i \leqslant r$. In particular, if $\Gamma$ is $(X, 1)$-neighbour-transitive then we call $\Gamma$ a neighbour-transitive code, and if $\Gamma$ is $(X, \rho)$-neighbour-transitive then we call $\Gamma$ a completely-transitive code. If $\Gamma$ is linear and $X \leqslant \operatorname{MAut}(\Gamma)$ acts transitively on the set of cosets of $\Gamma$ then we call $\Gamma X$-coset completely-transitive.

The phrase 'completely-transitive code' was introduced by Solé in [20, specifically for codes in $H(n, 2)$. We call the codes discussed in [20 coset completely-transitive codes, as in Definition 1.2 to distinguish them from the more general notion of complete transitivity. Note that PAut $(\Gamma)=\operatorname{MAut}(\Gamma)$ when $q=2$. Solé demonstrates that every binary coset completely-transitive code is completely regular and shows that if $\Gamma$ is a linear code in $H(n, 2)$ with covering radius $\rho \leqslant n / 2$ and the group of $n \times n$ permutation matrices which fix $\Gamma$ setwise is $r$-homogeneous, then $\Gamma$ is coset completely transitive. As an application of the latter result, Solé provides the following examples of linear binary coset completely-transitive codes: the perfect Hamming codes over $\mathbb{F}_{2}$, the extended Hamming codes over $\mathbb{F}_{2}$ and the binary Golay codes in $H(23,2)$ and $H(24,2)$.

Giudici and Praeger [21] generalise the notion of coset complete-transitivity to codes in $H(n, q)$ and introduce $X$-completely transitive-codes in $H(n, q)$ as a subclass of completely regular codes. They prove that a linear code in $H(m, q)$ is coset completely-transitive if and only if it is $T_{\Gamma}$ MAut $(\Gamma)$ -completely-transitive, where $T_{\Gamma}$ denotes the group of translations of $\mathbb{F}_{q}^{n}$ which fix $\Gamma$ setwise. Since $T_{\Gamma} \operatorname{MAut}(\Gamma)$ fixes $\Gamma$ setwise, it follows that coset complete-transitivity is a special case of completetransitivity. In particular, a binary or ternary linear code is coset completely-transitive if and only if it is completely-transitive [21, Theorem 1.2]. However, there exist completely transitive codes which are not coset completely transitive. Completely-transitive codes, neighbour-transitive codes and 2-neighbour-transitive codes in Hamming graphs are further studied in [22, 19, [23, 24, $\mathbf{2 5}$.

### 1.3. Codes in Johnson graphs

Let $\mathcal{V}$ be a finite set of cardinality $v \geqslant 4$ and let $k$ be an integer which satisfies $2 \leqslant k \leqslant v-2$. Recall that the Johnson graph $J(\mathcal{V}, k)$ is the graph with vertex set $\binom{\mathcal{V}}{k}$, where $k$-sets $\Delta_{1}, \Delta_{2} \in\binom{\mathcal{V}}{k}$ are adjacent if and only if $\left|\Delta_{1} \cap \Delta_{2}\right|=k-1$. If $\Delta \in\binom{\mathcal{V}}{k}$ then we write $\bar{\Delta}:=\mathcal{V} \backslash \Delta$.

Every element of $\operatorname{Sym}(\mathcal{V})$ induces a permutation on $\binom{\mathcal{V}}{k}$. Indeed, for each vertex $\beta \in\binom{\mathcal{V}}{k}$ and each permutation $g \in \operatorname{Sym}(\mathcal{V})$ we define $\beta^{g}=\left\{\omega^{g} \mid \omega \in \beta\right\}$. It turns out that $\operatorname{Sym}(\mathcal{V})$ is an automorphism group of $J(v, k)$ and, provided that $k \neq \frac{1}{2} v, \operatorname{Sym}(\mathcal{V})$ is the full automorphism group of $J(v, k)$ (see [18, Theorem 9.1.2]). We define a bijection $c:\binom{\mathcal{V}}{k} \rightarrow\binom{\mathcal{V}}{v-k}$ which maps each vertex $\beta$ to its complement $\beta^{c}=\bar{\beta}=\mathcal{V} \backslash \beta$. In fact, $c$ is a graph isomorphism between $J(v, k)$ and $J(v, v-k)$ and $c^{2}=1$. If $v=2 k$ then $c$ generates a subgroup of order two in $\operatorname{Aut}(J(2 k, k))$ and the full automorphism group of $J(2 k, k)$ is $\operatorname{Sym}(\mathcal{V}) \times\langle c\rangle \cong \operatorname{Sym}(\mathcal{V}) \times C_{2}$. To summarise, the full automorphism group of the Johnson graphs are given by

$$
\operatorname{Aut}(J(\mathcal{V}, k)) \cong\left\{\begin{align*}
\operatorname{Sym}(\mathcal{V}) \times C_{2} & \text { if } v=2 k \geqslant 4  \tag{1.2}\\
\operatorname{Sym}(\mathcal{V}) & \text { otherwise }
\end{align*}\right.
$$

The details are available in [18, Theorem 9.1.2].
Let $\Gamma \subset\binom{\mathcal{V}}{k}$ be a code and $X$ a subgroup of the automorphism group of $J(\mathcal{V}, k)$. For the remainder of the thesis, we assume that $X \leqslant \operatorname{Sym}(\mathcal{V})$, unless we explicitly state otherwise. Definition 1.2 can
be generalised to an arbitrary simple connected graph, though we are interested mainly in the case $\mathscr{G}=J(v, k)$.

## Definition 1.3

Let $\mathscr{G}$ be a simple connected graph. Let $\Gamma \subset V(\mathscr{G})$ be a code with covering radius $\rho$ and let $X$ be a subgroup of $\operatorname{Aut}(\Gamma)$. For $r \leqslant \rho$, we call $\Gamma$ an $(X, r)$-neighbour-transitive code if $X \leqslant \operatorname{Aut}(\Gamma)$ acts transitively $\Gamma_{i}$ for all $i$ with $0 \leqslant i \leqslant r$. If $\Gamma$ is an $(X, \rho)$-neighbour-transitive code then we call $\Gamma$ a completely-transitive code. If $\Gamma$ is an $(X, 1)$-neighbour-transitive code then we call $\Gamma$ a neighbourtransitive code.

## Definition 1.4

Let $\Gamma$ be a code in $J(\mathcal{V}, k)$. The complementary code is the code in $J(\mathcal{V}, v-k)$ defined by $\Gamma^{c}=\{\mathcal{V} \backslash \Delta \mid$ $\Delta \in \Gamma\}$. If $\Gamma=\Gamma^{c}$ then we call $\Gamma$ a self-complementary code.

## Remark 1.5

By [1, Remark 1.4(d)], $\Gamma$ is neighbour-transitive if and only if $\Gamma^{c}$ is neighbour-transitive, and both codes have the same minimum distance.

Completely-transitive codes in Johnson graphs were introduced by Godsil and Praeger in [26. Neighbour-transitive codes are introduced in [1] and further explored in [27] and [28]. Neighbourtransitive codes in Johnson graphs play a central role in this thesis.

Let $\Gamma \subset\binom{\mathcal{V}}{k}$ be a code, and let $\Delta$ be a codeword. By definition, a vertex $\Delta_{1} \in\binom{\mathcal{V}}{k}$ lies adjacent to $\Delta$ if and only if $\left|\Delta \cap \Delta_{1}\right|=k-1$. We view the pair $\left(\Gamma, \Gamma_{1}\right)$ as an incidence structure, where $\Delta \in \Gamma$ is incident with $\Delta_{1} \in \Gamma_{1}$ if and only if $\left|\Delta \cap \Delta_{1}\right|=k-1$. This leads to the following definition.

## Definition 1.6 ( 1 )

Let $\Gamma$ be a code in $J(\mathcal{V}, k)$ and $X$ a subgroup of $\operatorname{Aut}(J(\mathcal{V}, k))$. We call $\Gamma$ an $X$-incidence-transitive code if $X$ acts transitively on pairs $\left(\Delta, \Delta_{1}\right) \in \Gamma \times \Gamma_{1}$ with $\left|\Delta \cap \Delta_{1}\right|=k-1$.

It is possible to further strengthen the notion of incidence-transitivity by identifying the neighbours of a codeword $\Delta$ with the elements of the cartesian product $\Delta \times \bar{\Delta}$ in the following manner.

## Lemma 1.7

Let $\mathscr{G}=J(\mathcal{V}, k)$ with $1<k<|\mathcal{V}|-1$. Let $\Delta$ be a vertex of $\mathscr{G}$ and denote by $\Gamma_{1}(\Delta)$ the set of vertices of $\mathscr{G}$ adjacent to $\Delta$. Then the function $f: \Delta \times \bar{\Delta} \rightarrow \Gamma_{1}(\Delta)$ defined by $f\left(\omega, \omega_{1}\right)=(\Delta \backslash\{\omega\}) \cup\left\{\omega_{1}\right\}$ is a bijection.

Proof. By definition, $\Delta_{1} \in \Gamma_{1}$ if and only if $\left|\Delta \cap \Delta_{1}\right|=k-1$, which holds if and only if there exist unique elements $\omega, \omega_{1} \in \mathcal{V}$ such that $\Delta \backslash\left(\Delta \cap \Delta_{1}\right)=\{\omega\}$ and $\Delta_{1} \backslash\left(\Delta \cap \Delta_{1}\right)=\left\{\omega_{1}\right\}$. It follows that $f$ is a bijection.

## Definition 1.8 (1)

Let $\Gamma$ be a code in $J(\mathcal{V}, k)$ and $X$ a subgroup of $\operatorname{Aut}(J(\mathcal{V}, k))$. We call $\Gamma$ an $X$-strongly incidencetransitive code if $X$ acts transitively on $\Gamma$ and, for all $\Delta \in \Gamma$, the setwise stabiliser $X_{\Delta}$ acts transitively on the cartesian product $\Delta \times \bar{\Delta}$.

Since $X$ is required to act transitively on $\Gamma$ in Definition 1.8, it follows that $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$ for all $\Delta \in \Gamma$ if and only if there exists a codeword $\Delta \in \Gamma$ such that $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$. If $\Gamma$ is $X$-incidence-transitive then clearly $\Gamma$ is neighbour-transitive also. If $\delta \leqslant 2$, then [1. Example 2.2] shows that there exist neighbour-transitive codes which are not incidence-transitive. In addition, every strongly incidence-transitive code is incidence-transitive, but there exist incidencetransitive codes, necessarily with $\delta=1$, which are not strongly incidence-transitive; examples of these can be found in [1, Examples 3.1 and 4.4].

This thesis is a contribution towards the classification of $X$-strongly incidence-transitive codes in Johnson graphs $J(\mathcal{V}, k)$ with $X \leqslant \operatorname{Sym}(\mathcal{V})$. The classification is divided into three subcases determined by the action of $X$ on the point set $\mathcal{V}$ : $X$ is intransitive on $\mathcal{V}, X$ is transitive and imprimitive on $\mathcal{V}$, or $X$ is primitive on $\mathcal{V}$ (see Section 2.2 for definitions). In the two former cases, a complete classification of $X$-neighbour-transitive codes is achieved in [1]. The authors note that while some of the constructed codes are new, others correspond to codes previously studied (see [29, 30, 31, 26]). If $X$ acts primitively on $\mathcal{V}$ then the following theorem suggests that a complete classification is possible.

Theorem 1.9 ([1])
Let $\Gamma \subset\binom{\mathcal{V}}{k}$ and $X \leqslant \operatorname{Aut}(\Gamma) \cap \operatorname{Sym}(\mathcal{V})$, where $2 \leqslant k \leqslant|\mathcal{V}|-2$.
(a) $\Gamma$ is $X$-strongly incidence-transitive if and only if $\Gamma$ is $X$-incidence-transitive and $\delta \geqslant 2$.
(b) If $\delta \geqslant 3$ and $\Gamma$ is $X$-neighbour-transitive, then $\Gamma$ is $X$-strongly incidence-transitive.
(c) If $X$ is primitive on $\mathcal{V}$ and $\Gamma$ is incidence-transitive, then $X$ is 2-transitive on $\mathcal{V}$.

If $X$ acts primitively on $\mathcal{V}$ then Theorem 1.9 (c) allows us to make use of the classification of the finite 2-transitive permutation groups (see [32, 33; a statement is available in Section 2.2). The finite 2 -transitive permutation groups can be further subdivided into two families: those which lie in an infinite family of group actions, and those which do not. The latter subfamily, referred to as the sporadic case, are considered in [27] and a classification of the associated $X$-strongly incidencetransitive codes with minimum distance at least 2 is obtained. There are 27 examples in total, including 5 examples of self-complementary codes.

In combination with Durante [28], Liebler and Praeger [1] classified all the neighbour-transitive codes in $J(\mathcal{V}, k)$ admitting a group of automorphisms which acts 2-transitively on $\mathcal{V}$ and lies in an
infinite family of 2-transitive actions, excluding the natural action of $\mathrm{AGL}_{n}(2)$ on $\mathbb{F}_{2}^{n}$ and the JordanSteiner actions of $\operatorname{Sp}_{2 n}(2)$. We describe these cases below.

Jordan-Steiner case: For each integer $n \in[1: \infty)$ and each $\varepsilon \in\{+,-\}$ we let $\mathcal{V}=\mathcal{Q}_{n}^{\varepsilon}$ denote the set of all $2^{n-1}\left(2^{n}+\varepsilon\right)$ quadratic forms of type $\varepsilon$ which polarise to a given nondegenerate alternating bilinear form $B$. The symplectic group $X=\operatorname{Sp}_{2 n}(2)$ preserving $B$ admits a faithful and 2-transitive action on $\mathcal{Q}^{\varepsilon}$ as follows: for all $\varphi \in \mathcal{Q}^{\varepsilon}$ and $g \in X$ we define $\varphi^{g}$ by the equation $\varphi^{g}(x)=\varphi\left(x g^{-1}\right)$, for all $x \in V$.

Binary affine case: For each integer $n \in[1: \infty)$ we let $V$ denote the set of all $n$-tuples over $\mathbb{F}_{2}$. The affine group $\mathrm{AGL}_{n}(2)$ acts naturally on $V$ by a combination of translations and matrix multiplication. The action is faithful and 2-transitive on $\mathcal{V}$. Denote by $X$ any 2-transitive subgroup of $\mathrm{AGL}_{n}(2)$ which contains the full subgroup of translations of $\mathcal{V}$.

When reading the literature it appears that the binary affine case is classified using a combination of results in [1, 28]. During the course of my PhD we discovered a small gap in [1, Proposition 6.6] for affine type codes over $\mathbb{F}_{2}$. We show in Appendix A that the results of Liebler and Praeger remain valid in the affine case for $q>2$.

## Problem 1.10 (Main Problem)

Let $\mathcal{V}$ be a set of $v \geqslant 4$ points and suppose $3 \leqslant k \leqslant v-3$. Classify the $X$-strongly incidence-transitive codes $\Gamma \subset\binom{\mathcal{V}}{k}$ with $X \leqslant \operatorname{Sym}(\mathcal{V}) \cap \operatorname{Aut}(\Gamma)$, where the action of $X$ on $\mathcal{V}$ is as described above in the Jordan-Steiner case or the binary affine case.

The Jordan-Steiner actions are described in Chapter 3. A summary of our results and the open cases which remain is available in Chapter 8. We may assume $3 \leqslant k \leqslant v-3$ in Problem 1.10 because $X$ acts 2-transitively on $\mathcal{V}$ and therefore $X$ acts transitively on the vertices of $J(v, 2)$ and $J(v, v-2)$. As mentioned previously, $J(v, 1)$ and $J(v, v-1)$ are complete graphs.

## Remark 1.11

When $\varepsilon$ appears in numerical formulas, we commit a slight abuse of notation and identify + with +1 and - with -1 . This convention is followed throughout the thesis in order to simplify formulas which involve $\varepsilon$.

### 1.4. Related concepts and preliminary results

In Section 1.4 we introduce some concepts linked with strongly incidence-transitive codes in Johnson graphs, outline our methods of investigation in the Jordan-Steiner case, and prove some basic results which are used throughout the thesis.

### 1.4.1. Block designs

An incidence structure is a triple $\mathscr{D}=(\mathfrak{p}, \mathfrak{b}, \mathfrak{i})$ which consists of a finite set $\mathfrak{p}$ of $v$ points, a finite set $\mathfrak{b}$ of blocks, each of size $k$, and an incidence relation $\mathfrak{i} \subseteq \mathfrak{p} \times \mathfrak{b}$. An incidence structure is called a $t-(v, k, \lambda)$ design if for every $t$-subset $\mathfrak{t} \subset \mathfrak{p}$, there are precisely $\lambda$ blocks incident with every element of $\mathfrak{t}$. If the block set of $\mathscr{D}$ is $\{\mathfrak{p}\}$ or $\binom{\mathfrak{p}}{k}$ then $\mathscr{D}$ is a $t$-design for all $t \leqslant k$. These are referred to as trivial designs. The number of blocks of $\mathscr{D}$ is denoted $b$, and the number of blocks incident with any given point is denoted $r$. The latter of these parameters called the replication number. The parameters of $\mathscr{D}$ are related by the equations

$$
\begin{equation*}
b k=v r \text { and } r(k-1)=\lambda(v-1) \tag{1.3}
\end{equation*}
$$

We view each block as a $k$-subset of points and we do not allow repeated blocks. We therefore identify $\mathfrak{b}$ with a collection of $k$-element subsets of $\mathfrak{p}$, and write $p \in \beta$ if and only if $(p, \beta) \in \mathfrak{i}$. The elements of $\mathfrak{i}$ are called flags and the elements of $(\mathfrak{p} \times \mathfrak{b}) \backslash \mathfrak{i}$ are called antiflags. Let $\mathscr{D}$ be a $t-(v, k, \lambda)$ design. An automorphism of $\mathscr{D}$ is a pair $(\sigma, \mu)$, where $\sigma$ is a permutation on the point set, $\mu$ is a permutation on the block set, and for every $(p, \beta) \in \mathfrak{p} \times \mathfrak{b}$ we have $p \in \beta$ if and only if $p^{\sigma} \in \beta^{\mu}$.

The blocks of a $t-(v, k, \lambda)$ design define a code in $J(v, k)$, although an arbitrary code in $J(v, k)$ does not necessarily correspond to the block set of a design. However, if $\Gamma$ is an $X$-strongly incidencetransitive code in $J(\mathcal{V}, k)$ and $X$ acts primitively on $\mathcal{V}$, then by [1, Theorem 1.2(c)], $X$ acts 2transitively on $\mathcal{V}$. This implies $(\mathcal{V}, \Gamma)$ is a $2-(v, k, \lambda)$ design. Moreover, the set of codewords of each of the 27 strongly incidence-transitive codes constructed in $[\mathbf{2 7}$ is a $t-(v, k, \lambda)$ design with $t \geqslant 2$.

## Definition 1.12

Let $\mathscr{D}$ be a $t-(v, k, \lambda)$ design and $X$ an automorphism group of $\mathscr{D}$. We call $\mathscr{D}$ an $X$-strongly incidencetransitive design if $X$ acts transitively on the set

$$
\mathcal{T}=\left\{\left(p_{1}, p_{2}, \beta\right) \in \mathfrak{p} \times \mathfrak{p} \times \mathfrak{b} \mid p_{1} \in \beta \text { and } p_{2} \notin \beta\right\}
$$

under the natural action on cartesian products.

Anne Delandtsheer classified the strongly incidence-transitive 2- $(v, k, 1)$ designs as a Corollary to her classification of antiflag-transitive linear spaces 34.

## Theorem 1.13 ([34])

Let $\mathscr{L}$ be a $2-(v, k, 1)$ design and suppose $X$ is an automorphism group of $\mathscr{L}$ which acts transitively on the set of antiflags of $\mathscr{L}$. Then $\mathscr{L}$ corresponds to one of the following designs:
(a) a Desarguesian projective or affine space of dimension at least 2,
(b) a Hermitian unital,
(c) Hering's plane of order 27, or
(d) the nearfield plane of order 9.

In particular, $\mathscr{L}$ is strongly incidence-transitive if and only if $\mathscr{L}$ is as in item (a) or (b).

### 1.4.2. Group factorisations

Let $G$ be a finite group and let $A$ and $B$ be proper nontrivial subgroups of $G$. If $G$ can be expressed as a product $A B=\{a b \mid a \in A, b \in B\}$ of subgroups $A$ and $B$, then we say the expression $G=A B$ is a factorisation of $G$. If $A$ and $B$ are maximal subgroups of $G$ then we say the factorisation is maximal. If neither $A$ nor $B$ contain $T$, then we call the factorisation a core-free factorisation. The maximal factorisations of the simple groups of Lie type are classified in [35. The factorisations of the sporadic simple groups are classified in [36. These classification results will be used in Chapter 6

Lemma 1.14 ([35], pg. 41)
Let $G$ be a finite group and let $A$ and $B$ be subgroups of $G$. The following statements are equivalent:
(a) $G=A B$
(b) $A$ is transitive on the cosets of $B$ in $G$
(c) $B$ is transitive on the cosets of $A$ in $G$
(d) $|G: A|=|B: A \cap B|$
(e) $|G: B|=|A: A \cap B|$

## Lemma 1.15

Let $\Gamma$ be a strongly incidence-transitive code in $J(\mathcal{V}, k)$ for $2 \leqslant k \leqslant v-2$. For all $\Delta \in \Gamma$ and for all $(\varphi, \psi) \in \Delta \times \bar{\Delta}$, the expression $X_{\Delta}=X_{\Delta, \varphi} X_{\Delta, \psi}$ is a group factorisation.

Proof. Let $\Delta \in \Gamma$ and $G=X_{\Delta}$. If $\Gamma$ is strongly incidence-transitive then $G_{\varphi}$ acts transitively on the elements of $\bar{\Delta}$. Then the Orbit-Stabiliser Theorem implies the action of $G_{\varphi}$ on $\bar{\Delta}$ is permutationally isomorphic to the action of $G_{\varphi}$ on the coset space $G / G_{\psi}$. Similarly, the transitive action of $G_{\psi}$ on $\Delta$ is permutationally isomorphic to the transitive action of $G_{\psi}$ on the coset space $G / G_{\varphi}$. Therefore Theorem 1.14 implies $G$ is transitive on $\Delta \times \bar{\Delta}$ if and only if $G=G_{\varphi} G_{\psi}$.

Lemma 1.16 ([35, pg. 41)
Let $G$ be a finite group and let $A$ and $B$ be subgroups of $G$. Then

$$
|A \cap B| \geqslant \frac{|A||B|}{|G|}
$$

Equality holds if and only $G=A B$ is a factorisation.

### 1.4.3. Plan of attack

The following observation provides a starting point for our analysis of the Jordan-Steiner actions.

Lemma 1.17 ([27])
Let $\mathcal{V}$ be a set of $v$ elements and let $\Gamma \subset\binom{\mathcal{V}}{k}$ be an $X$-strongly incidence-transitive code, where $X$ is a transitive subgroup of $\operatorname{Sym}(\mathcal{V})$ and $2 \leqslant k \leqslant v-2$. Then there exists an integer $\ell \geqslant 1$ and a chain of

| Class | Associated Geometric Structure |
| :---: | :---: |
| $\mathcal{C}_{1}$ | Subspace |
| $\mathcal{C}_{2}$ | Direct sum decomposition |
| $\mathcal{C}_{3}$ | Field extension |
| $\mathcal{C}_{4}$ | Tensor product |
| $\mathcal{C}_{5}$ | Subfield |
| $\mathcal{C}_{6}$ | Extraspecial structure |
| $\mathcal{C}_{7}$ | Tensor power |
| $\mathcal{C}_{8}$ | Classical form |

Table 1.1. Geometric Aschbacher classes and associated structures
subgroups

$$
X_{\Delta}=H_{0}<H_{1}<\cdots<H_{\ell}=X
$$

such that each $H_{i}$ is a maximal subgroup in $H_{i+1}$ for $0 \leqslant i<\ell$, all $H_{i}$ with $1 \leqslant i \leqslant \ell$ are transitive on $\mathcal{V}, H_{0}$ has exactly two orbits $\Delta$ and $\mathcal{V} \backslash \Delta$, and $X_{\Delta}$ is transitive on $\Delta \times(\mathcal{V} \backslash \Delta)$.

Aschbacher [37] introduced nine classes of subgroups in classical groups which have come to be known as Aschbacher classes. The first eight Aschbacher classes $\mathcal{C}_{1}-\mathcal{C}_{8}$ are said to be of geometric type, since they are associated with geometric structures in vector spaces. The geometric classes are roughly described in Table 1.4.3. The ninth Aschbacher class $\mathcal{C}_{9}$ is called the almost simple class, since taking the quotient of an element of $\mathcal{C}_{9}$ by its centre yields an almost simple group.

Aschbacher demonstrated that the maximal subgroups of a classical group must lie in at least one of $\mathcal{C}_{i}$ for $1 \leqslant i \leqslant 9$, though the elements of these classes are not necessarily maximal. Kleidman and Liebeck extended Aschbacher's theorem in 38 by providing necessary and sufficient conditions to determine maximality of a geometric subgroup of a classical group, provided that the dimension of the natural module is at least 13. Bray, Holt and Roney-Dougal's book [39] contains a full analysis of the geometric and almost simple maximal subgroups of classical groups where the dimension of the natural module is between 2 and 12 , inclusive. Knowledge of the maximal subgroups of classical groups will be an invaluable tool for the construction and analysis of strongly incidence-transitive codes with automorphism group $\mathrm{Sp}_{2 n}(2)$. Detailed descriptions of the geometric Aschbacher classes can be found in [39]. We describe below the maximal subgroups of $\mathrm{Sp}_{2 n}(2)$.

Theorem 1.18 ([5], pg. 92)
Let $V=\mathbb{F}_{2}^{2 n}$ and let $M$ be a maximal subgroup of $\mathrm{Sp}_{2 n}(2)$ which lies in one of the classes $\mathcal{C}_{1}-\mathcal{C}_{8}$. Then one of the following holds:
(a) $M \cong \operatorname{Sp}_{2 d}(2) \times \operatorname{Sp}_{2(n-d)}(2)$ is a $\mathcal{C}_{1}$-subgroup fixing a $2 d$-dimensional nondegenerate subspace of $V$, where $1 \leqslant d \leqslant n / 2-1$.
(b) $M \cong 2^{d(d+1) / 2} \cdot 2^{2 d(n-d)} \rtimes \mathrm{Sp}_{2(n-d)}(2)$ is a $\mathcal{C}_{1}$-subgroup fixing a $d$-dimensional totally isotropic subspace of $V$, where $1 \leqslant d \leqslant n$.
(c) $M \cong \operatorname{Sp}_{2 m}(2)$ l $S_{t}$ is a $\mathcal{C}_{2}$-subgroup fixing a decomposition $V=\oplus_{i=1}^{t} V_{i}$ of $V$ into nondegenerate subspaces, each of dimension $2 m=2 n / t$.
(d) $M \cong \operatorname{Sp}_{2 m}\left(2^{b}\right) \rtimes C_{b}$ is a $\mathcal{C}_{3}$-subgroup where $b$ is prime and $n=m b$.
(e) $M \cong \mathrm{GO}_{2 n}^{\varepsilon}(2)$ is a $\mathcal{C}_{8}$-subgroup corresponding to a point stabiliser in the Jordan-Steiner actions.

## Remark 1.19

We reflect on the geometric Achbacher classes which do not appear in Theorem 1.18. Further information may be obtained by studying the tables in 38 and 39.
(a) The $\mathcal{C}_{1}$-subgroup $\operatorname{Sp}_{2 d}(2) \times \operatorname{Sp}_{2(n-d)}(2)$ is not maximal for $d=n / 2$ since it lies inside the maximal $\mathcal{C}_{2}$ subgroup $\operatorname{Sp}_{n}(2) \times \operatorname{Sp}_{n}(2) \times \mathbb{Z}_{2}$.
(b) The $\mathcal{C}_{4}$-subgroups of $\operatorname{Sp}_{2 n}(2)$ are of the form $H \cong \operatorname{Sp}_{n_{1}}(2) \otimes \mathrm{GO}_{n_{2}}^{\varepsilon}(2)$ where $n_{2} \geqslant 3$. However, $H<\mathrm{GO}_{2 n}^{\varepsilon}(2)<\mathrm{Sp}_{2 n}(2)$, so $H$ is not maximal in $\mathrm{Sp}_{2 n}(2)$.
(c) The $\mathcal{C}_{5}$-subgroups of $\operatorname{Sp}_{2 n}(q)$ are isomorphic to $\operatorname{Sp}_{2 n}\left(q_{0}\right) .(2, q-1, r)$ where $q=q_{0}^{r}$ and $r$ is prime. This case does not arise since $\mathbb{F}_{2}$ has no proper subfields.
(d) The $\mathcal{C}_{6}$-subgroups of $\mathrm{Sp}_{2 n}(q)$ are of the form $2^{1+2 m} \cdot \mathrm{GO}_{2 m}^{-}(2)$ with $2 n=2^{m}$. By [38, Table 3.5.C] these do not need to be considered when $q=2$.
(e) The $\mathcal{C}_{7}$-subgroups of $\operatorname{Sp}_{2 n}(2)$ are of the form $H \cong 2 . \operatorname{PSp}_{n}(q)^{t} .2^{t-1} . S_{t}$. Such groups are maximal if and only if $m q$ is odd and $(m, q) \neq(2,3)$. If $m q$ is even then groups of this type are maximal in the hyperbolic orthogonal groups and are therefore not maximal in $\operatorname{Sp}_{2 m}(2)$.

We finish our introduction with a number of basic results which are referenced throughout the thesis.

## Corollary 1.20

Let $\Gamma$ be a code in $J(\mathcal{V}, k)$ with $2 \leqslant k \leqslant|\mathcal{V}|-2$ and let $X \leqslant \operatorname{Sym}(\mathcal{V}) \cap \operatorname{Aut}(\Gamma)$. Then $\Gamma$ is $X$-strongly incidence-transitive if and only if $X$ acts transitively on $\mathcal{V}$, there exists $\omega \in \mathcal{V}$ such that $X_{\omega}$ acts transitively on the set of codewords which contain $\omega$, and there exists $\Delta \in \Gamma$ with $\omega \in \Delta$ such that $X_{\omega, \Delta}$ acts transitively on $\bar{\Delta}$.

## Lemma 1.21

Let $\Gamma$ be a strongly incidence-transitive code in $J(\mathcal{V}, k)$ with $\Delta \in \Gamma$. Let $M$ be a subgroup of $X=$ $\operatorname{Aut}(\Gamma)$ which acts transitively on $\mathcal{V}$ while preserving a system of imprimitivity $\mathcal{I}$. If $X_{\Delta}<M \leqslant X$ then $\Delta$ is a union of blocks in $\mathcal{I}$.

Proof. Let $\Delta \in \Gamma$. Since $\Gamma$ is strongly incidence-transitive, $X_{\Delta}$ has two orbits in $\mathcal{V}$, namely $\Delta$ and $\bar{\Delta}$. We assume without loss of generality that $|\Delta| \leqslant|\bar{\Delta}|$. Suppose that $\Delta$ is not a union of blocks. Naturally, this implies $\bar{\Delta}$ is not a union of blocks either. Therefore there exists a block $\Sigma \in \mathcal{I}$ such that $\Sigma \cap \Delta$ and $\Sigma \cap \bar{\Delta}$ are non-empty, and since $|\Delta| \leqslant \frac{1}{2}|\mathcal{V}|$ there exists $\Sigma^{\prime} \in \mathcal{I}$ such that $\Sigma^{\prime} \neq \Sigma$ and $\Sigma^{\prime} \nsubseteq \Delta$. Choose $\omega_{0}, \omega, \omega^{\prime} \in \mathcal{V}$ as follows: $\omega_{0} \in \Sigma \cap \Delta, \omega \in \Sigma \cap \bar{\Delta}$ and $\omega^{\prime} \in \Sigma^{\prime} \cap \bar{\Delta}$. Since $\Gamma$ is $X$-strongly incidence-transitive, there exists a permutation $h \in X_{\Delta, \omega_{0}}$ such that $\omega^{h}=\omega^{\prime}$. However, $\omega_{0}$ is fixed by $h$ and therefore $\Sigma$ is fixed setwise by $h$. On the other hand $h$ moves $\omega \in \Sigma$ to $\omega^{\prime} \in \Sigma^{\prime}$, a contradiction. Therefore $\Delta$ and $\bar{\Delta}$ are unions of blocks.

## Remark 1.22

Suppose $\Gamma$ is a strongly incidence-transitive code in $J(\mathcal{V}, k)$ for some $2 \leqslant k \leqslant \frac{1}{2}|\mathcal{V}|$. Let $\Delta \in \Gamma$ and $M$ be a maximal subgroup of $\operatorname{Aut}(\Gamma)$ such that $X_{\Delta} \leqslant M$. Then by definition, for all $\omega \in \Delta$ the point stabiliser $X_{\Delta, \omega}$ acts transitively on $\bar{\Delta}$. Since $X_{\Delta} \leqslant M$, for each $\omega \in \Delta$ there exists a unique $M_{\omega}$-orbit in $\mathcal{V}$ containing $\bar{\Delta}$. We will denote this orbit by $\Theta(\omega)$. In particular, for any subset $A \subseteq \Delta$ we must have $\bar{\Delta} \subseteq \cap_{\omega \in A} \Theta(\omega)$.

## CHAPTER 2

## Group theoretic background

Chapter 2 contains a brief review of selected topics in finite group theory. Further details can be found in $40,41,42,43,5]$.

### 2.1. Finite simple groups

Let $G$ be a group. The commutator $[\cdot, \cdot]: G \times G \rightarrow G$ is defined by

$$
[g, h]=g^{-1} h^{-1} g h
$$

for all $g, h \in G$. The derived subgroup of $G$ is defined by

$$
G^{\prime}=\langle[g, h] \mid g, h \in G\rangle .
$$

If $G=G^{\prime}$ then $G$ is called a perfect group. The exponent of a finite group is the least common multiple of its element orders. The Frattini subgroup $\Phi(G)$ is the intersection of all maximal subgroups of $G$. A subgroup $H \leqslant G$ is called a characteristic subgroup of $G$ if it is fixed setwise by the natural action of Aut $(G)$. For example, the Frattini subgroup $\Phi(G)$ and the derived subgroup $G^{\prime}$ are characteristic subgroups of $\operatorname{Aut}(G)$.

## Definition 2.1

Let $G$ be a nontrivial group. We say $G$ is simple if it contains no proper non-trivial normal subgroups. We say $G$ is almost simple if there exists a nonabelian simple group $T$ such that $T \vDash G \leqslant \operatorname{Aut}(T)$. We say $G$ is quasisimple if $G$ is perfect and $G / Z(G)$ is almost simple.

Theorem 2.2 (CFSG. See [5], pg. 3)
Every finite simple group is isomorphic to one of the following groups:
(a) A cyclic group $C_{p}$ of prime order;
(b) An alternating group $A_{n}$ with $n \geqslant 5$;
(c) A simple group of Lie type
(i) $\operatorname{PSL}_{n}(q), n \geqslant 2$, except $\mathrm{PSL}_{2}(2)$ and $\mathrm{PSL}_{2}(3)$;
(ii) $\operatorname{PSU}_{n}(q), n \geqslant 3$, except $\operatorname{PSU}_{3}(2)$;
(iii) $\operatorname{PSp}_{2 n}(q), n \geqslant 2$, except $\mathrm{PSp}_{4}(2)$;
(iv) $\mathrm{P} \Omega_{2 n+1}(q), n \geqslant 3, q$ odd;
(v) $\mathrm{P} \Omega_{2 n}^{+}(q), n \geqslant 4$;
(vi) $\mathrm{P} \Omega_{2 n}^{-}(q), n \geqslant 4$;
(vii) $E_{6}(q),{ }^{2} E_{6}(q), E_{7}(q)$ or $E_{8}(q)$;
(viii) $G_{2}(q), q \geqslant 3$;
(ix) $F_{4}(q)$;
(x) ${ }^{2} B_{2}\left(2^{2 n+1}\right), n \geqslant 1$;
(xi) ${ }^{2} G_{2}\left(3^{2 n+1}\right), n \geqslant 1$;
(xii) ${ }^{2} F_{4}\left(2^{2 n+1}\right), n \geqslant 1$;
(xiii) ${ }^{2} F_{4}(2)^{\prime}$
where $q$ is a prime power; or
(d) one of 26 sporadic simple groups
(i) a Mathieu group $M_{11}, M_{12}, M_{22}, M_{23}, M_{24}$;
(ii) a Leech lattice group $C o_{1}, \mathrm{Co}_{2}, C o_{3}, \mathrm{McL}, \mathrm{HS}, \mathrm{Suz}, \mathrm{J}_{2}$;
(iii) a Fischer group $F i_{22}, F i_{23}, F i_{24}^{\prime}$
(iv) a Monstrous group $\mathbb{M}, \mathbb{B}, T h, H N, H e$;
(v) a pariah $J_{1}, J_{3}, J_{4}, O^{\prime} N, L y, R u$.

Conversely, every group listed above is simple, and the only repetitions are $\operatorname{PSL}_{2}(4) \cong \operatorname{PSL}(2,5) \cong A_{5}$, $\operatorname{PSL}_{2}(7) \cong \operatorname{PSL}(3,2), \operatorname{PSL}_{2}(9) \cong A_{6}, \operatorname{PSL}_{4}(2) \cong A_{8}$ and $\operatorname{PSU}_{4}(2) \cong \operatorname{PSp}_{4}(3)$.

### 2.2. Permutation Groups

Section 2.2 is a review of selected results related to finite permutation groups. For further details we suggest consulting [33, [32, or the classic text 43].

A permutation on a set $\Omega$ is a bijection from $\Omega$ to itself. The symmetric group is denoted by $\operatorname{Sym}(\Omega)$ and consists of all permutations on $\Omega$, with multiplication defined by composition of permutations. A permutation group is a subgroup of $\operatorname{Sym}(\Omega)$. The cardinality of $\Omega$ is referred to as the permutation degree of $G$. If $|\Omega|=n<\infty$ then we write $S_{n}=\operatorname{Sym}(\Omega)$.

A group action of $G$ on a set $\Omega$ is a group homomorphism $\lambda: G \rightarrow \operatorname{Sym}(\Omega)$. The homomorphism $\lambda$ is sometimes called a permutation representation of $G$. The kernel of $\lambda$ is the subgroup of all elements of $G$ which fix every point of $\Omega$. If $\operatorname{ker}(\lambda)=\{1\}$ then we say that $G$ acts faithfully on $\Omega$, otherwise the action is unfaithful. A group with a faithful permutation representation is isomorphic to a subgroup of $\operatorname{Sym}(\Omega)$.

When there is no risk of ambiguity we will suppress the function $\lambda$ and denote the image of $\omega$ under $\lambda(g)$ by $\omega^{g}$. If $\Omega$ is a set of vectors and $G$ is a matrix group acting by right multiplication we will instead denote the image of $v$ under $\lambda(g)$ by $v g$. A $G$-space is a set $\Omega$ together with a function $\Omega \times G \rightarrow \Omega$ which satisfies
(a) $\omega^{1}=\omega$ for all $\omega \in \Omega$, and
(b) $\left(\omega^{g}\right)^{h}=\omega^{g h}$ for all $\omega \in \Omega$ and $g, h \in G$.

As one might expect, a group action may be used to define a $G$-space and a $G$-space may always be derived from a group action.

## Example 2.3

Let $G=\mathrm{GL}_{n}(q)$ dnote the group of invertible $n \times n$ matrices over $\mathbb{F}_{q}$, and let $\Omega$ denote the set of all 1-dimensional subspaces of the vector space $\mathbb{F}_{q}^{n}$. Then $G$ acts on $\Omega$ by right multiplication. The action
is faithful if and only if $q=2$; the kernel is the subgroup of scalar matrices with nonzero determinant, $K=\left\{\alpha I \mid \alpha \in \mathbb{F}_{q} \backslash\{0\}\right\}$. The quotient group $\mathrm{PGL}_{n}(q)=\mathrm{GL}_{n}(q) / K$ acts faithfully on $\Omega$.

## Definition 2.4

Let $G$ be a permutation group on $\Omega$ and let $\omega \in \Omega$. The orbit of $\omega$ under $G$ is the subset of $\Omega$

$$
\omega^{G}=\left\{\omega^{g} \mid g \in G\right\}
$$

which consists of all images of $\omega$ under an element of $G$. The stabiliser of $\omega$ in $G$ is the subgroup of $G$

$$
G_{\omega}=\left\{g \in G \mid \omega^{g}=\omega\right\}
$$

which consists of all elements of $G$ which fix $\omega$. Similarly, for any subset $S$ of $\Omega$, the setwise stabiliser of $S$ in $G$ is the subgroup of $G$

$$
G_{S}=\left\{g \in G \mid \omega^{g} \in S, \forall s \in S\right\}
$$

which consists of all elements of $G$ which leave $S$ invariant. We define

$$
G_{\omega, S}=G_{\omega} \cap G_{S}
$$

## Definition 2.5

Suppose $G \leqslant \operatorname{Sym}(\Omega)$ and $H \leqslant \operatorname{Sym}(\Sigma)$. A permutational isomorphism from $G$ to $H$ consists of a bijection $f: \Omega \rightarrow \Sigma$ and a group isomorphism $\theta: G \rightarrow H$ such that $f(\omega)^{\theta(g)}=f\left(\omega^{g}\right)$ for all $\omega \in \Omega$ and $g \in G$. If $G=H$ and there exists a permutational isomorphism between the action of $G$ on $\Omega$ and the action of $G$ on $\Sigma$ then we say the actions are equivalent.

Theorem 2.6 (The Orbit-Stabiliser Theorem [33], pg. 5)
Let $G$ be a permutation group on $\Omega$. For all $\omega \in \Omega$ there exists a bijection between $\omega^{G}$ and the set $\cos \left(G: G_{\omega}\right)$ of right cosets of $G_{\omega}$ in $G$. In particular, if $\Omega$ is finite then $|G|=\left|\omega^{G}\right|\left|G_{\omega}\right|$.

## Example 2.7

Let $G=\mathrm{GL}_{n}(q), V=\mathbb{F}_{q}^{n}$ and let $\Omega_{k}$ denote the set of $k$-dimensional subspaces of $V$. Then $G$ acts on $\Omega_{k}$ and $\Omega_{n-k}$ for each integer $k$ satisfying $1 \leqslant k \leqslant n$. The function $\perp: \Omega_{1} \rightarrow \Omega_{n-1}$ defined by $\langle u\rangle^{\perp}=\left\{x \in V \mid u x^{T}=0\right\}$ is a bijection and the mapping $\iota: g \mapsto\left(g^{-1}\right)^{T}$ is an automorphism of $G$. Moreover, for all $g \in G$ we have

$$
\begin{aligned}
\left(u^{\perp}\right)^{\iota(g)} & =\left\{x \in V \mid u x^{T}=0\right\}^{g^{-T}} \\
& =\left\{x g^{-T} \in V \mid u x^{T}=0\right\} .
\end{aligned}
$$

Setting $y=x g^{-T}$ we have $x=y g^{T}$ and therefore

$$
\begin{aligned}
\left\{x g^{-T} \in V \mid u x^{T}=0\right\} & =\left\{y \in V \mid u\left(y g^{T}\right)^{T}=0\right\} \\
& =\left\{y \in V \mid(u g) y^{T}=0\right\} \\
& =\langle u g\rangle^{\perp}
\end{aligned}
$$

We have shown $\left(u^{\perp}\right)^{\iota(g)}=\langle u g\rangle^{\perp}$ and therefore the pair $(\iota, \perp)$ is a permutational isomorphism between the action of $G$ on $\Omega_{1}$ and the action of $G$ on $\Omega_{n-1}$.

## Definition 2.8

Let $N$ be a group and let $H$ be a subgroup of $\operatorname{Aut}(N)$. The semidirect product of $N$ by $H$ is the group $N \rtimes H$ which has underlying set $N \times H$ and defined as follows:

$$
\left(n_{1}, h_{1}\right) \cdot\left(n_{2}, h_{2}\right):=\left(n_{1} n_{2}^{h_{1}^{-1}}, h_{1} h_{2}\right)
$$

for all $n_{1}, n_{2} \in N$ and $h_{1}, h_{2} \in H$.

## Example 2.9

The affine group $G=\operatorname{AGL}_{n}(q)$ consists of all affine transformations of a vector space $V=\mathbb{F}_{q}^{n}$. We may express $G$ as a semidirect product $G=V \rtimes G_{0}$, where $V$ acts on itself by translation and $G_{0} \cong \mathrm{GL}_{n}(q)$ acts on $V$ by matrix multiplication.

## Definition 2.10

Let $G$ and $H$ be finite groups and let $H \leqslant S_{n}$. The wreath product $G \imath H$ is the group

$$
G \imath H=G^{n} \rtimes H
$$

where the action of $H$ on $G^{n}$, which allows us to identify $H$ with a subgroup of $\operatorname{Aut}\left(G^{n}\right)$, is defined by

$$
\left(g_{1}, g_{2}, \cdots, g_{n}\right)^{h^{-1}}=\left(g_{1^{h}}, g_{2^{h}}, \cdots, g_{n^{h}}\right)
$$

for all $\left(g_{1}, g_{2}, \cdots, g_{n}\right) \in G^{n}$ and $h \in H$.

## Definition 2.11

A permutation group $G$ on $\Omega$ is called transitive if for all $\omega_{1}, \omega_{2} \in \Omega$, there exists $g \in G$ such that $\omega_{1}^{g}=\omega_{2}$. In other words, $G$ has a single orbit in $\Omega$. We say $G$ acts intransitively on $\Omega$ if it has more than one orbit in $\Omega$. If $G$ is transitive on $\Omega$ and $|G|=|\Omega|$ then $G$ is called a regular permutation group.

A permutation group $G \leqslant \operatorname{Sym}(\Omega)$ acts on the set $\Omega^{k}$ of $k$-tuples by

$$
\left(\omega_{1}, \omega_{2}, \ldots, \omega_{k}\right) \sigma=\left(\omega_{1} \sigma, \omega_{2} \sigma, \ldots, \omega_{k} \sigma\right)
$$

for $\sigma \in G$ and $\omega_{i} \in \Omega$. This action leaves invariant the set of $k$-tuples of pairwise distinct elements of $\Omega$. We say $G$ is $k$-transitive if it acts transitively on the set of $k$-tuples of pairwise distinct elements of $\Omega$.

Lemma 2.12 ( $\mathbf{3 3}$, pg. 10)
Let $G$ be a permutation group. Then $G$ is $k$-transitive if and only if $G$ is transitive and $G_{\omega}$ is $(k-1)$ transitive on $\Omega \backslash\{\omega\}$.

The only $k$-transitive permutation groups with $k \geqslant 6$ are the alternating and symmetric groups (see [32], Chapter 7). The $k$-transitive groups with $2 \leqslant k \leqslant 5$ are known explicitly. The only known proofs of these results depend on the classification of finite simple groups (see Theorem 2.2). Theorem 2.13 below lists the 2-transitive group actions. A description of each of the actions is available in [32, Section 7.7.

## Theorem 2.13 (【44)

Let $G$ be a finite 2-transitive group acting on a finite set $\Omega$. Then one of the following holds:
(a) $G$ is of almost simple type with unique minimal normal subgroup $T$, and $T$ is one of the following non-abelian simple groups:
(i) $T=A_{n}$, of degree $n \geqslant 5$;
(ii) $T=\operatorname{PSL}_{n}(q)$, of degree $\left(q^{n}-1\right) /(q-1)$ with $n \geqslant 2$ and $(n, q) \neq(2,2),(2,3)$;
(iii) $T=\operatorname{Sp}_{2 n}(2)$, of degree $2^{n-1}\left(2^{n} \pm 1\right)$, with $n \geqslant 3$;
(iv) $T=\operatorname{PSU}_{3}(q)$, of degree $q^{3}+1$ with $q \geqslant 3$;
(v) $T=\operatorname{Sz}(q)$, of degree $q^{2}+1$, with $q=2^{2 n+1}>2$;
(vi) $T=\operatorname{Ree}(q)$, of degree $q^{3}+1$, with $q=3^{2 n+1}>3$;
(vii) $T=M_{n}$, a Mathieu group of degree $n$, with $n \in\{11,12,22,23,24\}$;
(viii) $T=\operatorname{PSL}_{2}(11)$ of degree $11 ; T=M_{11}$ of degree $12 ; T=A_{7}$ of degree $15 ; T=\mathrm{PSL}_{2}(8)$ of degree $28 ; T=\mathrm{HS}$ of degree $176 ; T=\mathrm{Co}_{3}$ of degree 276.
(b) $G$ is of affine type, and $\Omega$ may be identified with a vector space $V$ of dimension $n$ over $\mathbb{F}_{q}$, for some prime power $q$. Moreover, one of the following holds for $G_{\mathbf{0}}$, the stabiliser of the zero vector in $V$ :
(i) $\mathrm{SL}_{n}(q) \leqslant G_{\mathbf{0}} \leqslant \Gamma \mathrm{L}_{n}(q)$;
(ii) $\operatorname{Sp}_{2 n}(q) \leqslant G_{\mathbf{0}}$;
(iii) $n=6, q$ even and $G_{2}(q) \vDash G_{0}$;
(iv) $\mathrm{SL}_{2}(3)=2^{1+2} \rtimes 3 \preccurlyeq G_{\mathbf{0}}$;
(v) $2^{1+4} \leqslant G_{\mathbf{0}}$;
(vi) $\mathrm{SL}_{2}(5) \star G_{\mathbf{0}}$;
(vii) $n=4, q=2$ and $G_{\mathbf{0}}=A_{6}$ or $A_{7}$;
(viii) $n=6, q=2$ and $G_{\mathbf{0}}=\mathrm{PSU}_{3}(3)$;
(ix) $n=6, q=3$ and $G_{0}=\mathrm{SL}_{2}(13)$.

## Definition 2.14

Let $G$ be a transitive permutation group. A block for $G$ is a subset $\Sigma \subseteq \Omega$ such that for all $g \in G$, $\Sigma^{g}=\Sigma$ or $\Sigma \cap \Sigma^{g}=\varnothing$. Note that if $\Sigma$ is a block for $G$ then $\Sigma^{g}$ is also a block for all $g \in G$. A system of imprimitivity for $G$ is a $G$-invariant partition of $\Omega$ into blocks. Every permutation group admits at least two systems of imprimitivity: a partition of $\Omega$ into single element sets and a partition of $\Omega$ with a single block. Such partitions are considered trivial. A transitive permutation group which preserves no nontrivial system of imprimitivity is called a primitive group. Now, let $M$ be a proper subgroup of $G$.

We say $M$ is a maximal subgroup of $G$ if there are no groups $H$ such that $M<H<G$. The maximality of point stabilisers in $G$ are directly related to the primitive actions of $G$.

Lemma 2.15 ([32, pg. 14)
Let $G$ be a transitive permutation group on a non-empty set $\Omega$. Then $G$ is primitive if and only if there exists $\omega \in \Omega$ such that the point stabiliser $G_{\omega}$ is a maximal subgroup of $G$.

Lemma 2.16 ([32], pg. 18)
Let $G$ be a transitive subgroup of $\operatorname{Sym}(\Omega)$ and let $N \triangleleft G$ be an intransitive normal subgroup. Then the $N$-orbits in $\Omega$ form a system of imprimitivity preserved by $G$. In particular, if $G$ is primitive then every normal subgroup is transitive.

## Definition 2.17

A permutation group on a set $\Omega$ is called $k$-homogeneous if it acts transitively on the set $\binom{\Omega}{k}$ of $k$-subsets of $\Omega$.

A $k$-transitive group is necessarily $k$-homogeneous. However, the converse is not true. The next theorem classifies the $k$-homogeneous groups which are not $k$-transitive.

## Theorem 2.18 (45])

Let $G$ be a permutation group which is $k$-homogeneous on a finite set $\Omega$ but not $k$-transitive, where $2 \leqslant k \leqslant \frac{1}{2}|\Omega|$. Then up to permutational isomorphism, one of the following holds:
(a) $k=2$ and $G \leqslant \operatorname{ALL}_{1}(q)$ with $n=q \equiv 3 \bmod 4$;
(b) $k=3$ and $\operatorname{PSL}_{2}(q) \leqslant G \leqslant \operatorname{PLL}_{2}(q)$, where $n-1=q \equiv 3 \bmod 4$;
(c) $k=3$ and $G=\operatorname{AGL}_{1}(8), \mathrm{A}_{1}(8)$ or $\mathrm{A}_{1}(32)$; or
(d) $k=4$ and $G=\mathrm{PSL}_{2}(8), \mathrm{P}_{2}(8)$ or $\mathrm{PLL}_{2}(32)$.

Conversely, each group listed above is a $k$-homogeneous group which is not $k$-transitive.

### 2.3. Classical groups

Section 2.3 provides an introduction to classical forms and their isometry groups. Further details are available from 42, 46, 39, 38.

## Definition 2.19

Let $V$ be a vector space over $\mathbb{F}$ and let $\sigma \in \operatorname{Aut}(\mathbb{F})$. A function $B: V \times V \rightarrow \mathbb{F}$ is called a $\sigma-$ sesquilinear form if for all $u, v, w \in V$ and $\alpha, \beta \in \mathbb{F}, B$ satisfies:
(a) $B(\alpha u+\beta v, w)=\alpha B(u, w)+\beta B(v, w)$; and
(b) $B(u, \alpha v+\beta w)=\alpha^{\sigma} B(u, v)+\beta^{\sigma} B(u, w)$.

If $\sigma$ is the identity mapping then we say $B$ is a bilinear form. We call $B$ symmetric if $B(u, v)=B(v, u)$ for all $u, v \in V$. We call $B$ alternating if $B(v, v)=0$ for all $v \in V$.

A bilinear form $B$ is called reflexive if for all $u, v \in V$ we have $B(u, v)=0$ if and only if $B(v, u)=0$. We assume bilinear forms are reflexive unless otherwise stated.

## Definition 2.20

A quadratic form on $V$ is a function $\varphi: V \rightarrow \mathbb{F}$ such that the following hold:
(a) $\varphi(\alpha v)=\alpha^{2} \varphi(v)$ for all $\alpha \in \mathbb{F}$ and $v \in V$; and
(b) the function $B: V \times V \rightarrow \mathbb{F}$ defined by the equation

$$
\begin{equation*}
B(u, v)=\varphi(u+v)-\varphi(u)-\varphi(v) \tag{2.1}
\end{equation*}
$$

is a symmetric bilinear form.

The bilinear form obtained from a quadratic form $\varphi$ by Equation 2.1 is called the polar form of $\varphi$. We say $\varphi$ polarises to $B$. If $\operatorname{char}(\mathbb{F})$ is odd then Equation 2.1 implies $\varphi(v)=\frac{1}{2} B(v, v)$ for all $v \in V$ and therefore there is a unique correspondence between each quadratic form and its polar form. If $\operatorname{char}(F)=2$, however, this does not hold; there are generally multiple quadratic forms which polarise to the same symmetric bilinear form. The eccentricities of quadratic forms in characteristic two are discussed further in Chapter 3.

A pair of vectors $u, v \in V$ satisfying $B(u, v)=0$ is said to be orthogonal. Let $U$ be a subspace of $V$. The subset of $V$ defined by

$$
U^{\perp}=\{v \in V \mid B(u, v)=0 \text { for all } u \in U\}
$$

is called the orthogonal complement of $U$ with respect to $B$.

Lemma 2.21 (42], pg. 52)
Let $V$ be an $n$-dimensional vector space over a field $\mathbb{F}$ and let $U$ b3 a $k$-dimensional subspace of $V$. Then $U^{\perp}$ is an $(n-k)$-dimensional subspace of $V$.

## Definition 2.22

Let $V$ be a vector space equipped with a bilinear form $B$. Then $B$ is nondegenerate if $V^{\perp}=\{0\}$.

## Definition 2.23

Let $V$ be a vector space equipped with a sesquilinear form $B$. A similarity of $B$ is an invertible linear transformation $g \in \operatorname{GL}(V)$ for which there exists a scalar $\lambda_{g} \in \mathbb{F} \backslash\{0\}$ such that $B(u g, v g)=\lambda_{g} B(u, v)$ for all $u, v \in V$. A similarity of $\varphi$ is an invertible linear transformation $g \in \mathrm{GL}(V)$ for which there exists a scalar $\lambda_{g} \in \mathbb{F} \backslash\{0\}$ such that $\varphi(v g)=\lambda_{g} \varphi(v)$ for all $v \in V$. A similarity with $\lambda=1$ is called an isometry of $B$ (or $\varphi$ ).

If there exists an isometry between a pair of quadratic or sesquilinear forms then we will say they are isometric. The following theorem characterises nondegenerate reflexive sesquilinear forms. It is sometimes referred to as the 'Birkhoff-von Neumann Theorem', though it was published by Richard Brauer in 1936 47.

## Theorem 2.24 (47])

Let $V$ be a vector space with $\operatorname{dim}(V) \geqslant 3$ and let $B$ be a nondegenerate and reflexive $\sigma$-sesquilinear form on $V$. Then one of the following holds:
(a) $B$ is alternating: $\sigma=1$ and $B(v, v)=0$ for all $v \in V$;
(b) $B$ is symmetric: $\sigma=1$ and $B(u, v)=B(v, u)$ for all $u, v \in V$; or
(c) $B$ is Hermitian: $\sigma^{2}=1, \sigma \neq 1$ and $B(u, v)=B(v, u)^{\sigma}$ for all $u, v \in V$.

## Definition 2.25

Let $J$ be an $n \times n$ matrix with entries in $\mathbb{F}$. The function $V \times V \rightarrow \mathbb{F}$ defined by $B(u, v)=u J v^{T}$ is a bilinear form on $V=\mathbb{F}^{n}$. Conversely, for any bilinear form $B$ defined on a vector space with basis $\mathscr{B}=\left\{e_{1}, \ldots, e_{n}\right\}$, the matrix $J$ defined by $J_{i j}=B\left(e_{i}, e_{j}\right)$ satisfies $B(u, v)=u J v^{T}$. The matrix $J$ is called the Gram matrix for $B$ with respect to $\mathscr{B}$.

## Definition 2.26

Let $V$ be a vector space equipped with either a bilinear form $B$ or quadratic form $\varphi$.
(a) A vector $v \in V$ is $\varphi$-singular if $\varphi(v)=0$.
(b) A subspace $U \leqslant V$ is $\varphi$-totally singular if $\varphi(v)=0$ for all $v \in U$.
(c) A subspace $U \leqslant V$ is $B$-totally isotropic if $U \leqslant U^{\perp}$.
(d) A pair of nonzero vectors $u, v \in V \backslash\{0\}$ is called a hyperbolic pair if $B(u, v)=1$ and $B(u, u)=$ $B(v, v)=0$.

Totally isotropic subspaces are sometimes called totally singular in the literature. When working with fields of even characteristic it is necessary to differentiate between singular and isotropic spaces as a subspace might be totally isotropic with respect to $B$ but not totally singular with respect to a polar form $\varphi$. On the other hand, Equation (2.1) implies that a totally-singular subspace is also totally-isotropic.

Lemma 2.27 ([48], pg. 46)
Let $V=\mathbb{F}_{q}^{m}$. We have the following:
(a) The number of $d$-dimensional subspaces in $V$ is

$$
\begin{equation*}
N_{d}(m, q)=\prod_{i=0}^{d-1} \frac{q^{m-i}-1}{q^{i+1}-1} \tag{2.2}
\end{equation*}
$$

(b) If $V$ is equipped with a nondegenerate symplectic form then $m=2 n$ and the number of $d$ dimensional totally isotropic subspaces in $V$ is

$$
\begin{equation*}
\prod_{i=0}^{d-1} \frac{q^{2(n-i)}-1}{q^{i+1}-1} \tag{2.3}
\end{equation*}
$$

(c) If $V$ is equipped with a nonsingular $\varepsilon$-type quadratic form and $m=2 n$, then the number of $d$-dimensional totally singular subspaces in $V$ is

$$
\begin{align*}
N_{d}(n, q) \prod_{n-d}^{n-1}\left(q^{i}+1\right) & \text { if } \varepsilon=+  \tag{2.4}\\
N_{d}(n-1, q) \prod_{n-d+1}^{n}\left(q^{i}+1\right) & \text { if } \varepsilon=-
\end{align*}
$$

Theorem 2.28 (Witt's Theorem 42], pg. 57)
Let $V$ be a vector space equipped with a bilinear form $B$. If $U$ is a subspace of $V$ and $g: U \rightarrow V$ is a linear isometry then $g$ can be extended to an isometry $\bar{g}: V \rightarrow V$ such that $\left.\bar{g}\right|_{U}=g$ if and only if $\left(U \cap V^{\perp}\right)^{g}=U^{g} \cap V^{\perp}$. In particular, if $U$ and $W$ are subspaces of $V$ and $g: U \rightarrow W$ is an isometry then $g$ may be extended to an isometry of $V$.

Witt's Theorem implies that the maximally totally isotropic (and totally singular) subspaces with respect to a particular form have the same dimension. This dimension is called the Witt index of the form. Note that the Witt index is at most $\operatorname{dim}(V) / 2$, since Lemma $2.21 \operatorname{implies} \operatorname{dim}(V)=\operatorname{dim}(W)+$ $\operatorname{dim}\left(W^{\perp}\right)$ for any subspace $W$.

Theorem 2.29 ([38, pg. 24)
Let $V$ be a $2 n$-dimensional vector space over $\mathbb{F}_{q}$ equipped with a symplectic form $B$. Then there exists a basis $\mathscr{B}=\left\{e_{1}, f,_{1}, e_{2}, f_{2}, \ldots, e_{n}, f_{n}\right\}$ for $V$ such that $B\left(e_{i}, e_{i}\right)=B\left(f_{i}, f_{i}\right)=0$ and $B\left(e_{i}, f_{j}\right)=\delta_{i j}$ for all integers $i, j$ satisfying $1 \leqslant i, j \leqslant n$. Moreover, there is a unique isometry class of such forms on $V$.

Theorem 2.30 ([ $\mathbf{3 8}]$, pg. 22)
Let $V$ be a $m$-dimensional vector space over $\mathbb{F}_{q}$ equipped with a nondegenerate Hermitian form $B$. Then $q$ is a square and there exists a basis

$$
\mathscr{B}=\left\{\begin{array}{lr}
\left\{e_{1}, f_{1}, \ldots, e_{n}, f_{n}\right\} & \text { if } m=2 n  \tag{2.5}\\
\left\{e_{1}, f_{1}, \ldots, e_{n}, f_{n}, v\right\} & \text { if } m=2 n+1
\end{array}\right.
$$

for $V$ such that $B\left(e_{i}, f_{j}\right)=\delta_{i j}, B\left(e_{i}, e_{j}\right)=B\left(f_{i}, f_{j}\right)=B\left(e_{i}, v\right)=B\left(f_{i}, v\right)=0$ and $B(v, v)=1$.

Theorem 2.31 ([38, pg. 27)
Let $V$ be a $m$-dimensional vector space over $\mathbb{F}_{q}$ equipped with a nonsingular quadratic form $\varphi$. Let $B$ denote the polar form of $\varphi$. Then there exists a basis $\mathscr{B}$ for $V$ satisfying
(a) $\mathscr{B}=\left\{e_{i}, f_{i} \mid 1 \leqslant i \leqslant n\right\}$, where $\varphi\left(e_{i}\right)=\varphi\left(f_{i}\right)=0$ for $1 \leqslant i \leqslant n-1, B\left(e_{i}, f_{j}\right)=\delta_{i j}$ and one of the following holds:
(i) Hyperbolic type $(+): \varphi\left(e_{n}\right)=\varphi\left(f_{n}\right)=0$, giving Witt index $n$;

| Type | Condition | Example |
| :---: | :---: | :---: |
| Zero Bilinear | $\operatorname{dim}(v)=2 n$ | $B\left(v, v^{\prime}\right)=0$ |
| Symplectic Bilinear | $\operatorname{dim}(V)=2 n$ | $B\left(v, v^{\prime}\right)=\sum_{i=1}^{n}\left(x_{i} y_{i}^{\prime}-y_{i} x_{i}^{\prime}\right)$ |
| Hyperbolic Quadratic | $\varphi(v)=\sum_{i=1}^{n} x_{i} y_{i}$ |  |
| Elliptic Quadratic | $\operatorname{dim}(V)=2 n, \lambda \in \mathbb{F}_{q}^{\times}$ | $\varphi(v)=\sum_{i=1}^{n-1} x_{i} y_{i}+x_{n}^{2}+\lambda y_{n}^{2}$ |
| Parabolic Quadratic | $\operatorname{dim}(V)=2 n+1, \lambda \in \mathbb{F}_{q}^{\times}$ | $\varphi(v)=\sum_{i=1}^{n} x_{i} y_{i}+\lambda x_{n+1}$ |
| Hermitian Sesquilinear | $\operatorname{dim}(V)=2 n, q$ square | $B\left(v, v^{\prime}\right)=\sum_{i=1}^{n}\left(x_{i} x_{i}^{\prime \sqrt{q}}+y_{i} y_{i}^{\prime \sqrt{q}}\right)$ |
|  | $\operatorname{dim}(V)=2 n+1, q$ square | $B\left(v, v^{\prime}\right)=\sum_{i=1}^{n}\left(x_{i} x_{i}^{\prime \sqrt{q}}+y_{i} y_{i}^{\prime \sqrt{q}}\right)+x_{n+1}^{\prime \sqrt{q}} x_{n+1}$ |

TABLE 2.1. Representatives for the isometry classes of classical forms
(ii) Elliptic type $(-): \varphi\left(e_{n}\right)=1$ and $\varphi\left(f_{n}\right)=\mu$ where $x^{2}+x+\mu$ is irreducible over $\mathbb{F}$, giving Witt index $n-1$.
(b) Parabolic type ( $\circ$ ): $\mathscr{B}=\left\{e_{i}, f_{i}, w \mid 1 \leqslant i \leqslant n\right\}$, where $\varphi\left(e_{i}\right)=\varphi\left(f_{i}\right)=0$ for $1 \leqslant i \leqslant n-1$, $B\left(e_{i}, f_{j}\right)=\delta_{i j}$ and $\varphi(w)=1$.

Let $v=\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right)$ or $\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right)+x_{n+1} e_{n+1}$ depending on whether $\operatorname{dim}(V)$ is even or odd, and define $v^{\prime} \in V$ similarly. Examples of the forms introduced in this section are provided in Table 2.3 using the bases from Theorems 2.29, 2.30 and 2.31.

## Lemma 2.32

Let $V$ be a vector space equipped with a nondegenerate symplectic form $B$. Suppose $V=\oplus_{i=1}^{t} V_{i}$ where each $V_{i}$ is nondegenerate with respect to $B$. For each integer $i$ such that $1 \leqslant i \leqslant t$, let $\varphi_{i}$ denote a quadratic form on $V_{i}$ polarising to $\left.B\right|_{V_{i}}$. Then there exists a unique quadratic form $\varphi$ on $V$ such that $\left.\varphi\right|_{V_{i}}=\varphi_{i}$ for all $1 \leqslant i \leqslant t$.

Proof. We proceed by induction on $t$. If $t=1$ then the result is obvious. Suppose $t>1$ and the result is true for $t-1$. Let $W=\oplus_{i=1}^{t-1} V_{i}$ and $V=W \oplus V_{t}$. By induction there exists a unique form $\varphi^{\prime}$ on $W$ polarising to $\left.B\right|_{W}$ such that for all $1 \leqslant i \leqslant t-1$ we have $\left.\varphi^{\prime}\right|_{V_{i}}=\varphi_{i}$. Suppose $\left.\varphi\right|_{W}=\varphi^{\prime}$, $\left.\varphi\right|_{V_{t}}=\varphi_{t}$ and $\varphi$ polarises to $B$. For all $x \in V=W \oplus V_{t}$ we have $x=w+v$ for unique $w \in W$ and $v \in V_{t}$ and

$$
\begin{equation*}
\varphi(x)=\varphi(w+v)=\varphi(w)+\varphi(v)+B(w, v)=\varphi^{\prime}(w)+\varphi_{t}(v)+B(w, v) \tag{2.6}
\end{equation*}
$$

Therefore we define $\varphi$ uniquely by Equation (2.6), for all $x=w+v \in V$. We check that $\varphi$ has the desired properties:

$$
\begin{aligned}
\left.\varphi\right|_{W}(w) & =\varphi(w+0)=\varphi^{\prime}(w) \\
\left.\varphi\right|_{V_{t}}(v) & =\varphi(0+v)=\varphi_{t}(v)
\end{aligned}
$$

| Form | Isometry Group | Name |
| :---: | :---: | :---: |
| Zero Bilinear | $\mathrm{GL}_{n}(q)$ | Linear |
| Symplectic Bilinear | $\mathrm{Sp}_{2 n}(q)$ | Symplectic |
| Hermitian Sesquilinear | $\mathrm{GU}_{n}(q)$ | Unitary |
| Hyperbolic Quadratic | $\mathrm{GO}_{2 n}^{+}(q)$ | Hyperbolic orthogonal |
| Elliptic Quadratic | $\mathrm{GO}_{2 n}^{-}(q)$ | Elliptic orthogonal |
| Parabolic Quadratic | $\mathrm{GO}_{2 n+1}^{\circ}(q)$ | Parabolic orthogonal |

TABLE 2.2. Isometry groups of the classical forms

Finally, we show that $\varphi$ polarises to $B$. For $i=1,2$ let $x_{i}=w_{i}+v_{i}$, where $w_{i} \in W$ and $v_{i} \in V_{t}$

$$
\begin{aligned}
\varphi\left(x_{1}+x_{2}\right)+\varphi\left(x_{1}\right)+\varphi\left(x_{2}\right)= & \varphi\left(w_{1}+v_{1}+w_{2}+v_{2}\right)+\varphi\left(w_{1}+v_{1}\right)+\varphi\left(w_{2}+v_{2}\right) \\
= & \varphi^{\prime}\left(w_{1}+w_{2}\right)+\varphi_{t}\left(v_{1}+v_{2}\right)+B\left(w_{1}+w_{2}, v_{1}+v_{2}\right) \\
& +\varphi^{\prime}\left(w_{1}\right)+\varphi_{t}\left(v_{1}\right)+B\left(w_{1}, v_{1}\right)+\varphi^{\prime}\left(w_{2}\right)+\varphi_{t}\left(v_{2}\right)+B\left(w_{2}, v_{2}\right) \\
= & \left.B\right|_{W}\left(w_{1}, w_{2}\right)+\left.B\right|_{V_{t}}\left(v_{1}, v_{2}\right)+B\left(w_{1}+w_{2}, v_{1}+v_{2}\right) \\
& +B\left(w_{1}, v_{1}\right)+B\left(w_{2}, v_{2}\right) \\
= & B\left(w_{1}, w_{2}\right)+B\left(v_{1}, v_{2}\right)+B\left(w_{1}, v_{2}\right)+B\left(w_{2}, v_{1}\right) \\
= & B\left(w_{1}+v_{1}, w_{2}+v_{2}\right) \\
= & B\left(x_{1}, x_{2}\right)
\end{aligned}
$$

Therefore $\varphi$ is the unique quadratic form on $V$ which polarises to $B$.
The majority of this thesis is concerned with actions of the so called classical groups.

## Definition 2.33

Let $f$ be a $\sigma$-sesquilinear or quadratic form. The isometry group of $f$ is the set of isometries under composition.

The isometry groups of the classical forms appearing in Table 2.3 and the related classical groups are summarised below in Table 2.3

Of course, the 'zero form' defined by $B(u, v)=0$ for all $u, v \in V$ is degenerate. Consider the following chain of groups

$$
\begin{equation*}
\Omega \leqslant S \leqslant G \leqslant \Gamma \leqslant A \tag{2.7}
\end{equation*}
$$

Here, $G$ denotes the isometry group of a nondegenerate reflexive sesquilinear form. The special group $S$ is the subgroup of $G$ consisting of determinant 1 matrices. The group $\Omega$ generally corresponds to the derived subgroup of $S$, though if $G=\operatorname{GO}\left(m, 2^{e}\right)$ then $\Omega$ related to the spinor norm (see 42, Chapter 11 for more details). The conformal group $C$ is the group of similarities and the semilinear group $\Gamma$ is the group of semi-similarities. Finally, $A$ generally corresponds to the automorphism group of $\Omega$; exceptions are noted in [39, Theorem 1.6.21. A classical group is a group $H$ satisfying $\Omega \leqslant H \leqslant A$ for a nondegenerate reflexive sesquilinear form. We follow [39] and refer informally to any group $H$ satisfying $\Omega \leqslant H \leqslant A$ with respect to Equation 2.7) as a classical group. Table 2.3 appears in [39] and provides a useful summary of notation.

| Case | $\Omega$ | $S$ | $G$ | C | $\Gamma$ | A |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L | $\mathrm{SL}_{n}(q)$ | $\mathrm{SL}_{n}(q)$ | $\mathrm{GL}_{n}(q)$ | $\mathrm{GL}_{n}(q)$ | $\Gamma \mathrm{L}_{n}(q)$ | $\Gamma \mathrm{L}_{n}(q) \rtimes\langle\tau\rangle$ |
| U | $\mathrm{SU}_{n}(q)$ | $\mathrm{SU}_{n}(q)$ | $\mathrm{GU}_{n}(q)$ | $\mathrm{CGU}_{n}(q)$ | $\mathrm{C} \Gamma \mathrm{U}_{n}(q)$ | $\mathrm{C}^{\text {¢ }} \mathrm{U}_{n}(q)$ |
| S | $\mathrm{Sp}_{n}(q)$ | $\mathrm{Sp}_{n}(q)$ | $\mathrm{Sp}_{n}(q)$ | $\mathrm{CSp}_{n}(q)$ | $\mathrm{C}^{\text {S }} \mathrm{Sp}_{n}(q)$ | C $\Gamma \mathrm{Sp}_{n}(q)$ |
| O | $\Omega_{n}^{\varepsilon}(q)$ | $\mathrm{SO}_{n}^{\varepsilon}(q)$ | $\mathrm{GO}_{n}^{\varepsilon}(q)$ | $\mathrm{CGO}_{n}^{\varepsilon}(q)$ | $\mathrm{C}^{\text {¢ }}{ }_{n}^{\varepsilon}(q)$ | $\mathrm{C}^{\text {¢ }}{ }_{n}^{\varepsilon}(q)$ |

The associated projective groups are obtained as the quotient of a given group by its subgroup of scalar matrices. The projective notation is obtained by appending $P$ to the beginning of the notation appearing in Table 2.3 .

## CHAPTER 3

## The Jordan-Steiner actions

The symplectic group $\mathrm{Sp}_{2 n}(2)$ has a pair of 2-transitive actions of degrees $2^{n-1}\left(2^{n} \pm 1\right)$, which we refer to as the Jordan-Steiner actions. Chapter 3 provides an introduction to the Jordan-Steiner actions. We refer the reader to Section 7.7 of 32 for further details on the Jordan-Steiner actions and to 49, 50, 51] for some applications to coding and design theory. The submodule structure of the associated permutation modules is studied in [52.

### 3.1. The Jordan-Steiner Actions

Let $V$ be a $2 n$-dimensional vector space over $\mathbb{F}_{2}$. Denote by $\mathscr{B}$ the set of alternating bilinear forms on $V$ and by $\mathscr{Q}$ the set of quadratic forms on $V$. It is shown in [53, Proposition 1] that $\mathscr{B}$ and $\mathscr{Q}$ are vector spaces over $\mathbb{F}_{2}$ of respective dimensions $2 n^{2}+n$ and $2 n^{2}-n$, with addition defined pointwise. The mapping $\theta: \mathscr{Q} \rightarrow \mathscr{B}$ associates with each $\varphi \in \mathscr{Q}$ an alternating bilinear form $B \in \mathscr{B}$ defined by

$$
\begin{equation*}
B(x, y)=\varphi(x+y)-\varphi(x)-\varphi(y) . \tag{3.1}
\end{equation*}
$$

Equation (3.1) is called the polarisation equation. As discussed in [53, $\theta$ is a surjective linear transformation and $\operatorname{ker}(\theta)$ is the vector space of of all linear transformations from $V$ to $\mathbb{F}_{2}$. We now fix a particular nondegenerate alternating form, which we denoted by $B: V \times V \rightarrow \mathbb{F}_{2}$. For brevity we shorten the phrase 'nondegenerate alternating bilinear form' to 'symplectic form'. Let $\mathcal{Q}$ denote the set of all quadratic forms on $V$ which satisfy Equation (3.1). Denote by $X=\operatorname{Sp}_{2 n}(2)$ the full isometry group of $B$. Given $\varphi \in \mathcal{Q}$ and $g \in X$, we define a function $\varphi^{g}: V \rightarrow \mathbb{F}_{2}$ by

$$
\begin{equation*}
\varphi^{g}(x)=\varphi\left(x g^{-1}\right) \tag{3.2}
\end{equation*}
$$

It is routine to verify that 3.2 defines a group action of $X$ on $\mathcal{Q}$. For each $\varepsilon \in\{ \pm\}$ we denote by $\mathcal{Q}^{\varepsilon}$ the set of all $\varepsilon$-type quadratic forms on $V$ which polarise to $B$.

Theorem 3.1 ([32, Section 7.7)
Let $V$ be a $2 n$-dimensional vector space over $\mathbb{F}_{2}$ equipped with a symplectic form $B$. For each $\varepsilon \in\{ \pm\}$ the group $X=\operatorname{Sp}_{2 n}(2)$ acts 2 -transitively on $\mathcal{Q}^{\varepsilon}$.

The 2-transitive actions of $X$ on $\mathcal{Q}^{+}$and $\mathcal{Q}^{-}$are called the Jordan-Steiner actions.

## Lemma 3.2

Let $\varphi \in \mathcal{Q}$ and $g \in X$. If $J$ is a Gram matrix for $\varphi$ with respect to some ordered basis for $V$, then $g^{-1} J g^{-T}$ is a Gram matrix for $\varphi^{g}$ with respect to the same basis.

Proof. By definition we have

$$
\varphi^{g}(x)=\varphi\left(x g^{-1}\right)=\left(x g^{-1}\right) J\left(x g^{-1}\right)^{T}=x\left(g^{-1} J g^{-T}\right) x^{T}
$$

therefore $g^{-1} J g^{-T}$ is a Gram matrix for $\varphi^{g}$.

### 3.2. Relative coordinates for the Jordan-Steiner actions

The symplectic group $\mathrm{Sp}_{2 n}(2)$ is isomorphic to the orthogonal group $\mathrm{GO}_{2 n+1}(2)$ 42. In Section 3.2 we construct a permutational isomorphism between the Jordan-Steiner actions of $\operatorname{Sp}_{2 n}(2)$ and an action of $\mathrm{GO}_{2 n+1}(2)$ on a subset of $2 n$-dimensional subspaces of $\mathbb{F}_{2}^{2 n+1}$. Let $\widetilde{V}=\mathbb{F}_{2}^{2 n+1}$ equipped with basis $\mathscr{B}=\left\{e_{1}, \ldots, e_{n}, f_{1}, \ldots, f_{n}, e_{n+1}\right\}$. Consider the quadratic form $\Phi: \tilde{V} \rightarrow \mathbb{F}_{2}$ defined by

$$
\begin{equation*}
\Phi(x)=\sum_{i=1}^{n} x_{i} y_{i}+x_{n+1} \tag{3.3}
\end{equation*}
$$

for all $x=\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right)+x_{n+1} e_{n+1} \in \widetilde{V}$. Denote the polar form of $\Phi$ by $\widetilde{B}$. Note that $B\left(e_{i}, f_{j}\right)=$ $\delta_{i j}, \Phi\left(e_{i}\right)=\Phi\left(f_{i}\right)=0$ for $1 \leqslant i \leqslant n$ and $\Phi\left(e_{n+1}\right)=1$. The alternating form $\widetilde{B}(x, y)$ is degenerate with radical $\tilde{V}^{\perp}=\left\langle e_{n+1}\right\rangle$.

## Lemma 3.3

Let $\tilde{V}$ be a vector space over $\mathbb{F}_{q}$ equipped with a bilinear form $\widetilde{B}: \tilde{V} \times \tilde{V} \rightarrow \mathbb{F}_{q}$. Let $V=\tilde{V} / \tilde{V}^{\perp}$. Then the mapping $B: V \times V \rightarrow \mathbb{F}_{q}$ defined by

$$
\begin{equation*}
B\left(u+\widetilde{V}^{\perp}, v+\widetilde{V}^{\perp}\right)=\widetilde{B}(u, v) \tag{3.4}
\end{equation*}
$$

is a nondegenerate bilinear form on $V$.

Proof. If $\tilde{V}^{\perp}=\{0\}$ then the statement is trivial. Suppose $\widetilde{B}$ is degenerate. First we show that $B$ is well defined. Let $u, u^{\prime}, v, v^{\prime} \in \widetilde{V}$ such that $u^{\prime}=u+\widetilde{V}^{\perp}$ and $v^{\prime}=v+\widetilde{V}^{\perp}$. Then there exists $c, d \in \tilde{V}^{\perp}$ such that $u^{\prime}=u+c$ and $v^{\prime}=v+d$. Since $c, d \in \tilde{V}^{\perp}$, we have

$$
\begin{aligned}
B\left(u^{\prime}+\widetilde{V}^{\perp}, v^{\prime}+\widetilde{V}^{\perp}\right) & =\widetilde{B}\left(u^{\prime}, v^{\prime}\right) \\
& =\widetilde{B}(u+c, v+d) \\
& =\widetilde{B}(u, v)+\widetilde{B}(u, d)+\widetilde{B}(c, v)+B(c, d) \\
& =\widetilde{B}(u, v) \\
& =B\left(u+\widetilde{V}^{\perp}, v+\widetilde{V}^{\perp}\right)
\end{aligned}
$$

In particular, $B$ is well defined. Bilinearity of $B$ follows directly from bilinearity of $\widetilde{B}$. Finally, let $w \in \widetilde{V}$. Then $B\left(w+\widetilde{V}^{\perp}, v+\widetilde{V}^{\perp}\right)=0$ for all $v \in \widetilde{V}$ if and only if $\widetilde{B}(w, v)=0$ for all $v \in \widetilde{V}$, that is, if and only if $w \in \widetilde{V}^{\perp}$. Therefore $B$ is nondegenerate.

## Definition 3.4

Consider the vector space $\tilde{V}=\mathbb{F}_{2}^{2 n+1}$ equipped with the quadratic form $\Phi$ as defined in Equation 3.3).

Let $\widetilde{B}$ denote the polar form of $\Phi$. A hyperplane $H<\widetilde{V}$ is called complementary if $H \cap \widetilde{V}^{\perp}=\{0\}$. We denote by $\widetilde{\mathcal{Q}}$ the set of all $2^{2 n}$ complementary hyperplanes in $\widetilde{V}$.

## Lemma 3.5

For all $H \in \widetilde{\mathcal{Q}}$, the restriction $\left.\pi\right|_{H}: H \rightarrow V$ is an isomorphism of vector spaces, with inverse defined by

$$
\left.\pi\right|_{H} ^{-1}\left(v+\tilde{V}^{\perp}\right)= \begin{cases}v & \text { if } v \in H  \tag{3.5}\\ v+\widetilde{e}_{n+1} & \text { if } v \notin H\end{cases}
$$

Proof. For all $v \in \tilde{V}$, exactly one of $v$ and $v+\widetilde{e}_{n+1}$ lies in $H$. Therefore Equation 3.5 is a well defined inverse for $\left.\pi\right|_{H}$. Linearity of $\left.\pi\right|_{H}$ follows from the fact that $\pi$ is linear. Therefore $\left.\pi\right|_{H}$ is a vector space isomorphism.

## Lemma 3.6

For all $H \in \widetilde{\mathcal{Q}}$, the mapping $\varphi: V \rightarrow \mathbb{F}_{2}$ defined by

$$
\begin{equation*}
\varphi=\left.\Phi \circ \pi\right|_{H} ^{-1} \tag{3.6}
\end{equation*}
$$

is a quadratic form on $V$ which polarises to $B$.

Proof. For convenience we rewrite equation (3.3) as $B(x, y)=\widetilde{B}\left(\left.\pi\right|_{H} ^{-1}(x),\left.\pi\right|_{H} ^{-1}(y)\right)$, where $x, y \in$ $V$. Then for all $x, y \in V$

$$
\begin{aligned}
\varphi(x+y) & =\left.\Phi \circ \pi\right|_{H} ^{-1}(x+y) \\
& =\Phi\left(\left.\pi\right|_{H} ^{-1}(x+y)\right) \\
& =\Phi\left(\left.\pi\right|_{H} ^{-1}(x)+\left.\pi\right|_{H} ^{-1}(y)\right) \text { since }\left.\pi\right|_{H} ^{-1} \text { is linear } \\
& =\Phi\left(\left.\pi\right|_{H} ^{-1}(x)\right)+\Phi\left(\left.\pi\right|_{H} ^{-1}(y)\right)+\widetilde{B}\left(\left.\pi\right|_{H} ^{-1}(x),\left.\pi\right|_{H} ^{-1}(y)\right) \text { by Equation 3.1 } \\
& =\left.\Phi \circ \pi\right|_{H} ^{-1}(x)+\left.\Phi \circ \pi\right|_{H} ^{-1}(y)+B(x, y) \\
& =\varphi(x)+\varphi(y)+B(x, y) .
\end{aligned}
$$

Therefore $\varphi$ is a quadratic form on $V$ which polarises to $B$.

## Lemma 3.7

The map $\mu: \widetilde{\mathcal{Q}} \rightarrow \mathcal{Q}$ defined by $\mu(H)=\left.\Phi \circ \pi\right|_{H} ^{-1}$ is a bijection.

Proof. Let $H, H^{\prime} \in \widetilde{\mathcal{Q}}$. Then $\mu(H)=\mu\left(H^{\prime}\right)$ if and only if

$$
\begin{equation*}
\Phi\left(\left.\pi\right|_{H} ^{-1}(x)\right)=\Phi\left(\left.\pi\right|_{H^{\prime}} ^{-1}(x)\right) \text { for all } x \in V \tag{3.7}
\end{equation*}
$$

Let $x=v+\tilde{V}^{\perp}$ for some $v \in \tilde{V}$. Let $\chi_{H}$ be the indicator function defined by

$$
\chi_{H}(v)= \begin{cases}1 & \text { if } v \notin H \\ 0 & \text { if } v \in H\end{cases}
$$

for $v \in \tilde{V}$. Recall that $\tilde{V}^{\perp}=\left\langle e_{n+1}\right\rangle$. Then we have $\left.\pi\right|_{H} ^{-1}(x)=v+\chi_{H}(v) e_{n+1}$. Expanding the left hand side of equation (3.7), we have

$$
\begin{aligned}
\Phi\left(\left.\pi\right|_{H} ^{-1}(x)\right) & =\Phi\left(v+\chi_{H}(v) e_{n+1}\right) \\
& =\Phi(v)+\Phi\left(\chi_{H}(v) e_{n+1}\right)+\widetilde{B}\left(v, \chi_{H}(v) e_{n+1}\right) \\
& =\Phi(v)+\chi_{H}(v) \Phi\left(e_{n+1}\right)+\chi_{H}(v) \widetilde{B}\left(v, e_{n+1}\right)
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\Phi\left(\left.\pi\right|_{H} ^{-1}(x)\right)+\Phi\left(\left.\pi\right|_{H^{\prime}} ^{-1}(x)\right)= & \Phi(v)+\chi_{H}(v) \Phi\left(e_{n+1}\right)+\chi_{H}(v) \widetilde{B}\left(v, e_{n+1}\right)+ \\
& \Phi(v)+\chi_{H^{\prime}}(v) \Phi\left(e_{n+1}\right)+\chi_{H^{\prime}}(v) \widetilde{B}\left(v, e_{n+1}\right) \\
= & \left(\chi_{H}(v)+\chi_{H^{\prime}}(v)\right)\left(\Phi\left(e_{n+1}\right)+\widetilde{B}\left(v, e_{n+1}\right)\right) \\
= & \chi_{H}(v)+\chi_{H^{\prime}}(v)
\end{aligned}
$$

where the last equality follows from the fact that $\Phi\left(e_{n+1}\right)=1$ and $e_{n+1} \in \tilde{V}^{\perp}$. Combining the equation $\Phi\left(\left.\pi\right|_{H} ^{-1}(x)\right)+\Phi\left(\left.\pi\right|_{H^{\prime}} ^{-1}(x)\right)=\chi_{H}(v)+\chi_{H^{\prime}}(v)$ with Equation (3.7), we deduce that $\Phi\left(\left.\pi\right|_{H} ^{-1}(x)\right)=$ $\Phi\left(\left.\pi\right|_{H^{\prime}} ^{-1}(x)\right)$ if and only if $v$ lies in both $H$ and $H^{\prime}$, or $v$ lies in neither. Therefore $\Phi\left(\left.\pi\right|_{H} ^{-1}(x)\right)=$ $\Phi\left(\left.\pi\right|_{H^{\prime}} ^{-1}(x)\right)$ for all $x \in V$ if and only if $\left.\pi\right|_{H} ^{-1}(x)=\left.\pi\right|_{H^{\prime}} ^{-1}(x)$ for all $x \in V$. But $\left.\pi\right|_{H} ^{-1}(x)=\left.\pi\right|_{H^{\prime}} ^{-1}(x)$ for all $x \in V$ if and only if $H=H^{\prime}$, therefore $\mu$ is injective. Since $|\mathcal{Q}|=|\widetilde{\mathcal{Q}}|$, it follows that $\mu$ is a bijection.

## Lemma 3.8

Let $\mu: \widetilde{\mathcal{Q}} \rightarrow \mathcal{Q}$ denote the bijection defined in Lemma 3.7 and let $G=\operatorname{Isom}(\Phi)$. Then $\mu$ induces a permutational isomorphism between the subspace action of $G$ on $\widetilde{\mathcal{Q}}$ and the induced action of $G$ on $\mathcal{Q}$.

Proof. In view of Lemmas 3.6 and 3.7, it is sufficient to prove that the equation

$$
\begin{equation*}
\left(\Phi \circ \pi_{H}^{-1}\right)^{g}(x)=\left.\Phi \circ \pi\right|_{H^{g}} ^{-1}(x) \tag{3.8}
\end{equation*}
$$

holds for all $H \in \widetilde{Q}, x=v+\widetilde{V}^{\perp} \in V$ and $g \in \operatorname{Isom}(\Phi)$. Beginning with the left hand side of Equation (3.8) we have

$$
\begin{aligned}
\left(\Phi \circ \pi_{H}^{-1}\right)^{g}(x) & =\Phi\left(\pi_{H}^{-1}\left(x g^{-1}\right)\right) \\
& =\Phi\left(\pi_{H}^{-1}\left(v g^{-1}+\widetilde{V}^{\perp}\right)\right) .
\end{aligned}
$$

By Equation (3.5) we have

$$
\left.\Phi \circ \pi\right|_{H} ^{-1}\left(v g^{-1}+\tilde{V}^{\perp}\right)= \begin{cases}\Phi\left(v g^{-1}\right) & \text { if } v g^{-1} \in H \\ \Phi\left(v g^{-1}+e_{n+1}\right) & \text { if } v g^{-1} \notin H\end{cases}
$$

We now use the facts: $e_{n+1} g=e_{n+1}, v g^{-1} \in H$ if and only if $v \in H^{g}$, and $\Phi(v g)=\Phi(v)$ for all $v \in \tilde{V}$. From these we deduce

$$
\left.\Phi \circ \pi\right|_{H} ^{-1}\left(v g^{-1}+\tilde{V}^{\perp}\right)= \begin{cases}\Phi(v) & \text { if } v \in H^{g}  \tag{3.9}\\ \Phi\left(v+e_{n+1}\right) & \text { if } v \notin H^{g}\end{cases}
$$

The right hand side of Equation $(3.9)$ is equal to $\left.\Phi \circ \pi\right|_{H^{g}} ^{-1}\left(v+\widetilde{V}^{\perp}\right)$, and therefore Equation (3.8) holds.

Recall the following notation from Definition 2.26 for $\varphi \in \mathcal{Q}$ we denote by $\operatorname{sing}(\varphi)$ the set of $\varphi$-singular vectors of $V$. Note that $\varphi(0)=0$ for all $\varphi \in \mathcal{Q}$ and therefore, according to Definition 2.26, $\operatorname{sing}(\varphi)$ contains the zero vector for all $\varphi \in \mathcal{Q}$. We denote by $\operatorname{sing}(\varphi)^{\#}$ the set of nonzero $\varphi$-singular vectors in $V$. Lemma 3.8 allows us to derive useful relationships between elements of $\mathcal{Q}$ and their singular vectors.

## Lemma 3.9

For every $\varphi_{0}, \varphi \in \mathcal{Q}$ there exists a unique vector $c \in V$ such that the following equation holds for all $x \in V$

$$
\begin{equation*}
\varphi(x)=\varphi_{0}(x)+B(x, c) \tag{3.10}
\end{equation*}
$$

Conversely, for all $c \in V$ and $\varphi_{0} \in \mathcal{Q}$, equation 3.10 defines an element of $\mathcal{Q}$. Moreover,

$$
\operatorname{sing}(\varphi)= \begin{cases}\operatorname{sing}\left(\varphi_{0}\right)+c & \text { if } c \in \operatorname{sing}\left(\varphi_{0}\right)  \tag{3.11}\\ V \backslash\left(\operatorname{sing}\left(\varphi_{0}\right)+c\right) & \text { if } c \notin \operatorname{sing}\left(\varphi_{0}\right)\end{cases}
$$

Proof. If $\varphi=\varphi_{0}$ then, since $B$ is nondegenerate, $c=0$ is the unique vector for which Equation (3.10) holds. Suppose that $\varphi \neq \varphi_{0}$ and let $H_{0}=\mu^{-1}\left(\varphi_{0}\right)$ and $H=\mu^{-1}(\varphi)$ denote the corresponding complementary hyperplanes in $\tilde{V}$, where $\mu:\left.H \mapsto \Phi \circ \pi\right|_{H} ^{-1}$. Lemma 3.7 implies $H_{0} \neq H$. The intersection $S=H_{0} \cap H$ is a $(2 n-1)$-dimensional subspace in $\widetilde{V}$ which avoids $\widetilde{V}^{\perp}$, and thus $\pi(S)$ is a hyperplane in $V$. Therefore, $\pi(S)=\langle c\rangle^{\perp}$ for a unique non-zero $c \in V$, and $\varphi_{0}, \varphi$ coincide precisely on $\pi(S)$. Therefore $\varphi(x) \neq \varphi_{0}(x)$ if and only if $x \notin\langle c\rangle^{\perp}$, in which case $B(x, c)=1$ and $\varphi(x)=\varphi_{0}(x)+B(x, c)$. Thus for all $x, \varphi_{0}(x)$ and $\varphi(x)$ differ by $B(x, c)$ and hence Equation 3.10 holds.

Conversely, let $c \in V, \phi_{0} \in \mathcal{Q}$ and let $\varphi$ be defined by Equation 3.10. Noting that $-1=1$ in $\mathbb{F}_{2}$, for all $x, y \in V$ we have

$$
\begin{aligned}
\phi(x+y)-\phi(x)-\phi(y) & =\phi_{0}(x+y)+B(x+y, c)+\phi_{0}(x)+B(x, c)+\phi_{0}(y)+B(y, c) \\
& =\phi_{0}(x+y)+\phi_{0}(x)+\phi_{0}(y) \\
& =B(x, y)
\end{aligned}
$$

Thus $\phi$ defines a quadratic form which polarises to $B$, that is, $\phi \in \mathcal{Q}$. Finally, consider $\operatorname{sing}(\phi)=\{y \in$ $\left.V \mid \phi_{0}(y)+B(y, c)=0\right\}$. Suppose $c \in \operatorname{sing}\left(\phi_{0}\right)$. Let $y \in \operatorname{sing}\left(\phi_{0}\right)+c$, so $y=x+c$ for some $x \in \operatorname{sing}\left(\phi_{0}\right)$.

Then by Equation (3.10)

$$
\begin{aligned}
\phi(y) & =\phi_{0}(x+c)+B(x+c, c) \\
& =\phi_{0}(x)+\phi_{0}(c)+B(x, c)+B(x, c)+B(c, c) \\
& =0
\end{aligned}
$$

so $\operatorname{sing}\left(\phi_{0}\right)+c \subseteq \operatorname{sing}(\phi)$. Similarly, if $y \in \operatorname{sing}(\phi)$ then

$$
\begin{aligned}
\phi_{0}(y+c) & =\phi_{0}(y)+\phi_{0}(c)+B(y, c) \\
& =\phi_{0}(y)+B(y, c) \\
& =\phi(y) \\
& =0,
\end{aligned}
$$

and hence $y=(y+c)+c \in \operatorname{sing}\left(\phi_{0}\right)+c$. Thus Equation 3.11) holds in this case. A similar argument yields Equation (3.11) when $c \notin \operatorname{sing}\left(\phi_{0}\right)$.

If $\phi_{0}$ is fixed and $\varphi(x)=\varphi_{0}(x)+B(x, c)$ for for all $x \in V$ then we will write $\varphi=\varphi_{c}$. Note that $\varphi_{c}$ and $\varphi_{0}$ agree on $\langle c\rangle^{\perp}$, since $x \in\langle c\rangle^{\perp}$ precisely when $B(x, c)=0$.

## Lemma 3.10

For each $\varphi_{0} \in \mathcal{Q}^{\varepsilon}$ the function $\lambda_{\varphi_{0}}: V \rightarrow \mathcal{Q}$ defined by $\lambda_{\varphi_{0}}(c)=\varphi_{c}$ induces a permutational isomorphism between the actions of $X_{\varphi_{0}}$ on $V$ and $\mathcal{Q}$. In particular, the image of $\operatorname{sing}\left(\varphi_{0}\right)$ under $\lambda_{\varphi_{0}}$ is $\mathcal{Q}^{\varepsilon}$.

Proof. Lemma 3.9 implies that $\lambda_{\varphi_{0}}$ is a bijection. Let $\phi_{0} \in \mathcal{Q}, c \in V$ and $g \in X_{\varphi_{0}}$. Then for all $x \in V$ we have

$$
\begin{aligned}
\varphi_{c}^{g}(x) & =\varphi_{c}\left(x g^{-1}\right)=\varphi_{0}\left(x g^{-1}\right)+B\left(x g^{-1}, c\right)=\varphi_{0}^{g}(x)+B(x, c g) \\
& =\varphi_{0}(x)+B(x, c g)=\varphi_{c g}(x)
\end{aligned}
$$

Thus $\left(\varphi_{c}\right)^{g}=\varphi_{c g}$. Therefore, for all $c \in V$, we have $\lambda_{\varphi_{0}}(c)^{g}=\left(\varphi_{c}\right)^{g}=\varphi_{c g}=\lambda_{\varphi_{0}}(c g)$. By Lemma 3.9, $\lambda_{\varphi_{0}}$ maps elements of $\operatorname{sing}\left(\varphi_{0}\right)$ into $\mathcal{Q}^{\varepsilon}$ and since [54, Theorem 1.41] gives $\left|\operatorname{sing}\left(\varphi_{0}\right)\right|=\left|\mathcal{Q}^{\varepsilon}\right|$, it follows that $\lambda_{\varphi_{0}}$ induces a bijection from $\operatorname{sing}\left(\varphi_{0}\right)$ to $\mathcal{Q}^{\varepsilon}$.

## Corollary 3.11

The action of $X$ on $\mathcal{Q}$ is permutationally isomorphic to the action of $X$ on the collection $\{\operatorname{sing}(\varphi) \subset$ $V \mid \varphi \in \mathcal{Q}\}$.

Proof. This should not be surprising since each quadratic form in $\mathcal{Q}$ is uniquely determined by its singular vectors. However, we show directly that for all $g \in X$ we have

$$
\begin{aligned}
\operatorname{sing}\left(\varphi^{g}\right) & =\left\{x \in V \mid \varphi^{g}(x)=0\right\}=\left\{x \in V \mid \varphi\left(x g^{-1}\right)=0\right\} \\
& =\{x g \in V \mid \varphi(x)=0\}=\operatorname{sing}(\varphi)^{g}
\end{aligned}
$$

## Corollary 3.12

Let $\varphi_{0}, \varphi_{d} \in \mathcal{Q}$ with $d \in V$. Let $c \in V$. For all $g \in X$, if $\varphi_{0}^{g}=\varphi_{d}$ then $\varphi_{c}^{g}=\varphi_{c g+d}$.

Proof. For all $\varphi_{c} \in \mathcal{Q}$ and $g \in X$ satisfying $\varphi_{0}^{g}=\varphi_{d}$ we have

$$
\begin{aligned}
\varphi_{c}^{g}(x) & =\varphi_{0}\left(x g^{-1}\right)+B\left(x g^{-1}, c\right) \\
& =\varphi_{d}(x)+B(x, c g) \\
& =\varphi_{0}(x)+B(x, c g+d)
\end{aligned}
$$

so $\varphi_{c}^{g}=\varphi_{c g+d}$ as claimed.
Note that if $g \in X_{\varphi_{0}}$ then Corollary 3.12 reduces to $\varphi_{c}^{g}=\varphi_{c g}$, as in Lemma 3.10

## Lemma 3.13

For all $\varphi_{0}, \varphi_{c} \in \mathcal{Q}$ we have $\operatorname{sing}\left(\varphi_{0}\right) \cap \operatorname{sing}\left(\varphi_{c}\right)=\operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}$, and if $\phi_{0} \in \mathcal{Q}^{\epsilon}$ with $\epsilon \in\{+,-\}$ then

$$
\left|\operatorname{sing}\left(\varphi_{0}\right) \cap \operatorname{sing}\left(\varphi_{c}\right)\right|= \begin{cases}2^{n-1}\left(2^{n-1}+\varepsilon\right) & \text { if } c \in \operatorname{sing}\left(\varphi_{0}\right) \\ 2^{2 n-2} & \text { if } c \notin \operatorname{sing}\left(\varphi_{0}\right)\end{cases}
$$

Proof. If $x \in \operatorname{sing}\left(\varphi_{0}\right)$ then $\varphi_{c}(x)=\varphi_{0}(x)+B(x, c)=B(x, c)$. Therefore $x \in \operatorname{sing}\left(\varphi_{0}\right) \cap \operatorname{sing}\left(\varphi_{c}\right)$ if and only $x \in \operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}$. Let $\varphi \in \mathcal{Q}$ and $c \in V$. Then for all $g \in X$ we have

$$
\begin{align*}
\left(\operatorname{sing}(\varphi) \cap\langle c\rangle^{\perp}\right)^{g} & =\{x g \in V \mid \varphi(x)=0 \text { and } B(x, c)=0\} \\
& =\left\{x \in V \mid \varphi\left(x g^{-1}\right)=0 \text { and } B\left(x g^{-1}, c\right)=0\right\} \\
& =\left\{x \in V \mid \varphi^{g}(x)=0 \text { and } B(x, c g)=0\right\} \\
& =\operatorname{sing}\left(\varphi^{g}\right) \cap\langle c g\rangle^{\perp} . \tag{3.12}
\end{align*}
$$

Since $X$ acts transitively on $\mathcal{Q}^{\varepsilon}$, Equation 3.12 implies that in order to determine the cardinality of $\operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}$, we may choose the most convenient form $\phi_{0} \in \mathcal{Q}^{\epsilon}$ for our computations. Further, $X_{\varphi_{0}}$ acts transitively on $\mathcal{Q}^{\varepsilon} \backslash\left\{\varphi_{0}\right\}$ and [35, subcase 3.2 .4 e$]$ implies $X_{\varphi_{0}}$ acts transitively on $\mathcal{Q}^{-\varepsilon}$, therefore the cardinality of $\left|\operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}\right|$ depends only on whether or not $c \in \operatorname{sing}\left(\varphi_{0}\right)$. Therefore, we let $\left\{e_{i}, f_{i} \mid\right.$ $1 \leqslant i \leqslant n\}$ be a symplectic basis for $V$ and, without loss of generality, for all $x=\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right) \in V$ we define $\phi_{0} \in \mathcal{Q}^{\epsilon}$ by

$$
\varphi_{0}(x)= \begin{cases}\sum_{i=1}^{n} x_{i} y_{i} & \text { if } \varepsilon=+ \\ x_{n}+y_{n}+\sum_{i=1}^{n} x_{i} y_{i} & \text { if } \varepsilon=-\end{cases}
$$

With $x=\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right)$, consider the following subcases:
(a) If $c=e_{1}$ then $\varphi_{0}(c)=0$ and $\langle c\rangle^{\perp}=\left\langle e_{i}, f_{j} \mid 1 \leqslant i \leqslant n, 2 \leqslant j \leqslant n\right\rangle$. If $x \in\langle c\rangle^{\perp}$ then $y_{1}=0$ and therefore $\left|\operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}\right|$ is the number of vectors in $\langle c\rangle^{\perp}$ for which

$$
\begin{aligned}
\sum_{i=2}^{n} x_{i} y_{i} & =0, \text { if } \epsilon=+ \\
\sum_{i=2}^{n} x_{i} y_{i}+x_{n}+y_{n} & =0, \text { if } \epsilon=-
\end{aligned}
$$

In particular, since $x_{1} \in \mathbb{F}_{2},\left|\operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}\right|$ is twice the number of $\varepsilon$-type quadratic forms which polarise to a symplectic form on a $(2 n-2)$-dimensional vector space over $\mathbb{F}_{2}$. That is, $\left|\operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}\right|=2^{n-1}\left(2^{n-1}+\varepsilon\right)$.
(b) If $c=e_{1}+f_{1}$ then $\varphi_{0}(c)=1$ and $\langle c\rangle^{\perp}=\left\langle e_{1}+f_{1}, e_{i}, f_{i} \mid 2 \leqslant i \leqslant n\right\rangle$. If $x \in\langle c\rangle^{\perp}$ then $x_{1}=y_{1}=\lambda$ and $\left|\operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}\right|$ is the number of vectors for which

$$
\begin{array}{r}
\sum_{i=2}^{n} x_{i} y_{i}+\lambda=0, \text { if } \epsilon=+ \\
\sum_{i=2}^{n} x_{i} y_{i}+x_{n}+y_{n}+\lambda=0, \text { if } \epsilon=- \tag{3.14}
\end{array}
$$

If $\lambda=0$ then equations (3.13) and (3.14 have $2^{n-2}\left(2^{n-1}+\epsilon\right)$ solutions. If $\lambda=1$ then equations (3.13) and (3.14) have $2^{2(n-1)}-2^{n-2}\left(2^{n-1}+\epsilon\right)$ solutions. Upon summing these values, we find $\left|\operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}\right|=2^{2 n-2}$.
This completes the proof.

## CHAPTER 4

## Reducible codeword stabilisers

Problem: Let $G$ be a reducible subgroup of $X=\mathrm{Sp}_{2 n}(2)$. Classify the $X$-strongly incidence transitive codes $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ with $X_{\Delta} \cong G$ for all $\Delta \in \Gamma$.

### 4.1. Introduction

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic vector space and let $X \cong \operatorname{Sp}_{2 n}(2)$ be the isometry group of the symplectic form $B$. We denote by $\mathcal{Q}^{\varepsilon}$ the set of all $\varepsilon$-type quadratic forms on $V$ which polarise to $B$. In Chapter 4 we classify the strongly incidence-transitive codes with point set $\mathcal{Q}^{\varepsilon}$ under the assumption that the stabiliser $G$ of a codeword fixes a nontrivial proper subspace of $V$. By Theorem 2.31. we may choose a basis $\left\{e_{1}, f_{1}, \ldots, e_{n}, f_{n}\right\}$ for $V$ such that if $x, x^{\prime} \in V$ with $x=\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right)$ and $x^{\prime}=\sum_{i=1}^{n}\left(x_{i}^{\prime} e_{i}+y_{i}^{\prime} f_{i}\right)$ then

$$
B\left(x, x^{\prime}\right)=\sum_{i=1}^{n} x_{i} y_{i}^{\prime}+y_{i} x_{i}^{\prime} .
$$

In particular, $B\left(e_{i}, e_{j}\right)=B\left(f_{i}, f_{j}\right)=0$ for all $i, j \in[1: n]$, and $B\left(e_{i}, f_{j}\right)=1$ if $i=j$ and 0 otherwise. We refer to $\left\{e_{1}, f_{1}, \ldots, e_{n}, f_{n}\right\}$ as a symplectic basis. We open with some descriptions of codes whose codeword stabilisers act reducibly on $V$.

## Construction 4.1

Choose $\epsilon, \epsilon^{\prime} \in\{+,-\}$ and $n, d \in \mathbb{Z}$, with $n \geqslant 2$ and $1 \leqslant d \leqslant n-1$. We construct a family of codes $\Gamma\left(n, d, \epsilon, \epsilon^{\prime}\right)$ in $J\left(\mathcal{Q}^{\epsilon}, k\right)$ as follows. Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space. For each $2 d$-dimensional nondegenerate subspace $U$, define a codeword $\Delta(U)$ whose elements are all quadratic forms $\phi \in \mathcal{Q}^{\epsilon}$ such that $\left.\varphi\right|_{U}$ is of type $\varepsilon^{\prime}$ and $\left.\varphi\right|_{U^{\perp}}$ is of type $\varepsilon \varepsilon^{\prime}$. We have, $k=\left|X: X_{U}\right|=2^{n}\left(2^{d}+\epsilon^{\prime}\right)\left(2^{n-d}+\epsilon \epsilon^{\prime}\right)$.

## Construction 4.2

Choose $\epsilon \in\{+,-\}, c=0$ or 1 and $n, d \in \mathbb{Z}$ with $n \geqslant 2,1 \leqslant d \leqslant n$ and $(d, \varepsilon) \neq(n,-)$. We construct a family of codes $\Gamma(n, d, \epsilon, c)$ in $J\left(\mathcal{Q}^{\epsilon}, k\right)$ as follows. Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space. For each $d$-dimensional totally-isotropic subspace $U$ we define a codeword $\Delta(U)=\left\{\phi \in \mathcal{Q}^{\epsilon} \mid \operatorname{dim}(\operatorname{sing}(\phi) \cap U)=\right.$ $d-c\}$. We have $k=\left|X: X_{U}\right|=2^{n-1}\left(2^{n-d}+\varepsilon\right)$.

Our main theorem for Chapter 4 is as follows.

Theorem 4.3 (Main Theorem)
Let $\Gamma$ be a code in $J\left(\mathcal{Q}^{\epsilon}, k\right)$, where $\left|\mathcal{Q}^{\epsilon}\right| \geqslant 4$ and $3 \leqslant k \leqslant\left|\mathcal{Q}^{\varepsilon}\right|-3$. Suppose that $X=\operatorname{Sp}_{2 n}(2)=$
$\operatorname{Aut}(\Gamma) \cap \operatorname{Sym}\left(\mathcal{Q}^{\varepsilon}\right)$. Let $\Delta$ be a codeword and suppose that the stabiliser of $\Delta$ is a geometric subgroup of $\mathrm{Sp}_{2 n}(2)$. Then $\Gamma$ is $X$-strongly incidence-transitive if and only if it arises from Construction 4.1 or 4.2

## Remark 4.4

If $\Gamma$ is a nonempty subset of $\binom{\mathcal{Q}^{\epsilon}}{k}$ with $k \in\left\{1,2,\left|\mathcal{Q}^{\epsilon}\right|-1,\left|\mathcal{Q}^{\epsilon}\right|-2\right\}$ then we may deduce from the fact that $X$ acts 2-transitively on $\mathcal{Q}^{\epsilon}$ that $\Gamma=\binom{\mathcal{Q}^{\epsilon}}{k}$. We consider these examples trivial and therefore we set $3 \leqslant k \leqslant\left|\mathcal{Q}^{\epsilon}\right|-3$ in Theorem 4.3 .

### 4.2. Stabiliser of a nondegenerate subspace

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic vector space and let $U$ be a nontrivial proper nondegenerate subspace of $V$ of dimension $2 d$. Note that $U$ is nondegenerate if and only if $U^{\perp}$ is nondegenerate, so without loss of generality we may assume that $\operatorname{dim}(U) \leqslant n$. We denote the setwise stabiliser of $U$ by $X_{U}$. By [38, pg. 84], we have $X_{U} \cong \mathrm{Sp}(U) \times \operatorname{Sp}\left(U^{\perp}\right)$. Theorem 1.18 states that $X_{U}$ is a maximal subgroup of $X$ unless $\operatorname{dim}(U)=n$; for if $\operatorname{dim}(U)=n$ then $\operatorname{Sp}(U) \times \operatorname{Sp}\left(U^{\perp}\right)<\left(\operatorname{Sp}(U) \times \operatorname{Sp}\left(U^{\perp}\right)\right) \times \mathbb{Z}_{2}<\operatorname{Sp}_{2 n}(2)$, where the order 2 element in $\mathbb{Z}_{2}$ swaps $U$ and $U^{\perp}$. The subgroup $\left(\operatorname{Sp}(U) \times \operatorname{Sp}\left(U^{\perp}\right)\right) \times \mathbb{Z}_{2}$ is maximal in $\mathrm{Sp}_{2 n}(2)$. Recall that a subspace $U \leqslant V$ is nondegenerate if and only if $V=U \oplus U^{\perp}$. If $U$ is nondegenerate then $\operatorname{dim}(U)$ is even and we usually write $\operatorname{dim}(U)=2 d$ for some $1 \leqslant d \leqslant n-1$. If $U$ is a nondegenerate subspace of $V$ then $B_{U}$ denotes the restriction of $B$ to $U \times U$. If $\phi \in \mathcal{Q}^{\epsilon}$ then $\phi_{U}$ denotes the restriction of $\phi$ to $U$. We denote by $\mathcal{Q}_{U}^{\epsilon}$ the set of all Boolean quadratic forms on $U$ which polarise to $B_{U}$.

## Definition 4.5

Let $U$ and $W$ be nondegenerate subspaces of $V$ with $U \cap W=\{0\}$.
(a) For each $v, v^{\prime} \in U \oplus W$ with $v=u+w$ and $v^{\prime}=u^{\prime}+w^{\prime}$ we define $B=B_{U} \oplus B_{W}$ by

$$
B\left(v, v^{\prime}\right)=B_{U}\left(u, u^{\prime}\right)+B_{W}\left(w, w^{\prime}\right) .
$$

(b) For each $v \in U \oplus W$ with $v=u+w$ we define $\phi=\phi_{U} \oplus \phi_{W}$ by

$$
\phi(v)=\phi_{U}(u)+\phi_{W}(w)
$$

## Lemma 4.6

Let $U$ and $W$ be nondegenerate subspaces of $U$ with $U \cap W=\{0\}$. Let $\left(\phi_{U}, \phi_{W}\right) \in \mathcal{Q}_{U}^{\epsilon} \times \mathcal{Q}_{W}^{\epsilon^{\prime}}$ and let $B_{U}$ and $B_{W}$ denote the polar forms of $\phi_{U}$ and $\phi_{W}$. Then $\phi_{U} \oplus \phi_{W}$ is a quadratic form of type $\epsilon \epsilon^{\prime}$ on $U \oplus W$ which polarises to $B_{U} \oplus B_{W}$.

Proof. Follows from [38, Proposition 2.5.11].

## Lemma 4.7

The setwise stabiliser $X_{U}$ consists of all block diagonal matrices with diagonal $(A, B) \in \operatorname{Sp}(U) \times \operatorname{Sp}\left(U^{\perp}\right)$.

Proof. Let $\left\{e_{1}, f_{1}, \ldots, e_{d}, f_{d}\right\}$ be an ordered basis for $U$ and let $\left\{e_{d+1}, f_{d+1}, \ldots, e_{n}, f_{n}\right\}$ be an ordered basis for $U^{\perp}$. When written with respect to the bases above, the elements of GL $2 n(2)$ which stabilise $U$ setwise are block diagonal with blocks $(R, S) \in \mathrm{GL}_{2 d}(2) \times \mathrm{GL}_{2(n-d)}(2)$. The Gram matrix $\mathcal{J}$ for $B$ is block diagonal with $n$ blocks of the form $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Let $\mathcal{J}_{U}$ denote the Gram matrix for the restriction $B_{U}$, and similarly for $U^{\perp}$. Invoking the requirement that $M=(R, S) \in \operatorname{Sp}_{2 n}(2)$, which can be written as $M \mathcal{J} M^{T}=\mathcal{J}$, we have

$$
\left(\begin{array}{cc}
R & O  \tag{4.1}\\
O & S
\end{array}\right)\left(\begin{array}{cc}
\mathcal{J}_{U} & O \\
O & \mathcal{J}_{U^{\perp}}
\end{array}\right)\left(\begin{array}{cc}
R^{T} & O \\
O & S^{T}
\end{array}\right)=\left(\begin{array}{cc}
R \mathcal{J}_{U} R^{T} & O \\
O & S \mathcal{J}_{U^{\perp}} S^{T}
\end{array}\right)=\left(\begin{array}{cc}
\mathcal{J}_{U} & O \\
O & \mathcal{J}_{U^{\perp}}
\end{array}\right)
$$

Equation 4.1 holds if and only if $(R, S) \in \operatorname{Sp}_{2 d}(2) \times \operatorname{Sp}_{2(n-d)}(2)$.

## Proposition 4.8

Choose $\epsilon, \epsilon^{\prime} \in\{+,-\}, n \geqslant 2$ and let $U$ be a $2 d$-dimensional nondegenerate subspace of $V=\mathbb{F}_{2}^{2 n}$ with $1 \leqslant d \leqslant n-1$. Let $\Delta=\left\{\varphi \in \mathcal{Q}^{\varepsilon}(V) \mid \varphi_{U} \in \mathcal{Q}_{U}^{\varepsilon^{\prime}}\right\}$. Then $X_{U}$ is transitive on $\Delta \times \bar{\Delta}$ and thus the output of Construction 4.1 is an $X$-strongly incidence-transitive code in $J\left(\mathcal{Q}^{\epsilon}, k\right)$ with $k=$ $2^{n-2}\left(2^{d}+\epsilon^{\prime}\right)\left(2^{n-d}+\epsilon \epsilon^{\prime}\right)$.

Proof. Let $U$ be a non-degenerate subspace of $V$ so that $V=U \oplus U^{\perp}$ and $X_{U} \cong \operatorname{Sp}(U) \times \operatorname{Sp}\left(U^{\perp}\right)$. Lemmas 4.6 and 2.32 imply that for all $\varphi \in \mathcal{Q}^{\varepsilon}$ there exist unique $\left(\varphi_{U}, \varphi_{U^{\perp}}\right) \in \mathcal{Q}_{U}^{\epsilon^{\prime}} \times \mathcal{Q}_{U \perp}^{\epsilon \epsilon^{\prime}}$ such that $\varphi=\varphi_{U} \oplus \varphi_{U^{\perp}}$. Since $\operatorname{Sp}(U)$ and $\operatorname{Sp}\left(U^{\perp}\right)$ act transitively in their respective Jordan-Steiner actions on $\mathcal{Q}_{U}^{\varepsilon^{\prime}}$ and $\mathcal{Q}_{U \perp}^{\varepsilon \varepsilon^{\prime}}$, it is immediate that $X_{U}$ acts transitively on $\Delta \times \bar{\Delta}$ for each $\varepsilon^{\prime} \in\{+,-\}$. Moreover, Lemma 1.17 implies that $X_{\Delta}=X_{U}$. Witt's Lemma implies $X$ is transitive on the set of nondegenerate subspaces of $V$ of a given dimension, and therefore taking the orbit of $\Delta$ under the action of $X$ yields the output of Construction 4.1. Finally, applying the Orbit-Stabiliser Theorem we have

$$
\begin{aligned}
k & =\left|X_{U}: X_{U, \varphi}\right|=\frac{\left|\mathrm{Sp}_{2 d}(2)\right|}{\left|\mathrm{GO}_{2 d}^{\epsilon^{\prime}}(2)\right|} \frac{\left|\mathrm{Sp}_{2(n-d)}(2)\right|}{\left|\mathrm{GO}_{2(n-d)}^{\epsilon \epsilon^{\prime}}(2)\right|} \\
& =2^{d-1}\left(2^{d}+\epsilon^{\prime}\right) \cdot 2^{n-d-1}\left(2^{n-d}+\epsilon \epsilon^{\prime}\right) \\
& =2^{n-2}\left(2^{d}+\epsilon^{\prime}\right)\left(2^{n-d}+\epsilon \epsilon^{\prime}\right)
\end{aligned}
$$

Therefore the output of Construction 4.1 is an $X$-strongly incidence-transitive code in $J\left(\mathcal{Q}^{\epsilon}, k\right)$ with $k=2^{n-2}\left(2^{d}+\epsilon^{\prime}\right)\left(2^{n-d}+\epsilon \epsilon^{\prime}\right)$.

### 4.3. Stabiliser of a totally isotropic subspace

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic vector space and let $X=\operatorname{Sp}_{2 n}(2)$. Let $U$ be a totally isotropic $d$-dimensional subspace of $V$, where $1 \leqslant d \leqslant n$, and let $X_{U}$ denote the setwise stabiliser of $U$ in $X$. By Witt's Theorem, $X$ acts transitively on the set of totally isotropic $d$-dimensional subspaces of $V$ and
therefore the stabilisers of the $d$-dimensional totally isotropic subspace of $V$ lie in a single conjugacy class of $X$. Without loss of generality we may choose a symplectic basis $\left\{e_{i}, f_{i} \mid 1 \leqslant i \leqslant n\right\}$ for $V$ and then set $U=\left\langle e_{i} \mid 1 \leqslant i \leqslant d\right\rangle$. In particular, if $x, x^{\prime} \in V$ are given by $x=\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right)$ and $x^{\prime}=\sum_{i=1}^{n}\left(x_{i}^{\prime} e_{i}+y_{i}^{\prime} f_{i}\right)$, then

$$
B\left(x, x^{\prime}\right)=\sum_{i=1}^{n} x_{i} y_{i}^{\prime}+y_{i} x_{i}^{\prime}
$$

In order to prove Theorem 4.3 we will need to investigate the structure of $X_{U}$ and some subgroups in detail. We begin by calculating the setwise stabiliser of $U$ in coordinates. It is convenient to order our basis as follows:

$$
\begin{equation*}
\mathscr{B}=\left\{e_{1}, \ldots, e_{d}, e_{d+1}, f_{d+1}, \ldots, e_{n}, f_{n}, f_{1}, \ldots, f_{d}\right\} \tag{4.2}
\end{equation*}
$$

## Lemma 4.9

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space and $X=\operatorname{Sp}_{2 n}(2)$. Choose $d \in[1: n]$ and set $U=\left\langle e_{1}, \cdots, e_{d}\right\rangle$. Then the setwise stabiliser $X_{U}$ consists of all $2 n \times 2 n$ matrices $M$ of the form

$$
M=\left(\begin{array}{ccc}
A & 0 & 0 \\
Y & B & 0 \\
X & Z & C
\end{array}\right)
$$

which satisfy the following conditions:
(i) $A \in \mathrm{GL}_{d}(2)$,
(ii) $B \in \operatorname{Sp}_{2(n-d)}(2)$,
(iii) $C=A^{-T}$,
(iv) $X C^{T}+C X^{T}=Z J Z^{T}$, and
(v) $C Y^{T}=Z J B^{T}$.
where $J$ is the $2(n-d) \times 2(n-d)$ block-diagonal matrix with blocks $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. In particular, $C$ and $Y$ are determined uniquely by $Z, B$ and $A$.

Proof. We work with respect to the basis $\mathscr{B}$ defined in Equation 4.2). Any matrix $M \in \operatorname{Sp}_{2 n}(2)$ which fixes $U$ necessarily fixes $U^{\perp}=\left\langle e_{1}, \cdots, e_{d}, e_{d+1}, f_{d+1}, \cdots, e_{n}, f_{n}\right\rangle$. Therefore $M$ must be of the form

$$
M=\left(\begin{array}{ccc}
A & 0 & 0 \\
Y & B & 0 \\
X & Z & C
\end{array}\right)
$$

where $A$ and $C$ lie in $\mathrm{GL}_{d}(2), B$ lies in $\mathrm{GL}_{2(n-d)}(2)$, and $X, Y$ and $Z$ are respectively $d \times d, 2(n-d) \times d$ and $d \times 2(n-d)$ matrices. The Gram matrix of $B$ with respect to $\mathscr{B}$ is

$$
\mathcal{J}=\left(\begin{array}{ccc}
0 & 0 & I_{d} \\
0 & J & 0 \\
I_{d} & 0 & 0
\end{array}\right)
$$

where $I_{d}$ is a $d \times d$ identity matrix and $J$ is the $2(n-d) \times 2(n-d)$ block-diagonal matrix with blocks $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. By definition, $M \in \operatorname{Sp}_{2 n}(2)$ if and only if $M \mathcal{J} M^{T}=\mathcal{J}$. We have

$$
\begin{aligned}
M \mathcal{J} M^{T} & =\left(\begin{array}{ccc}
A & 0 & 0 \\
Y & B & 0 \\
X & Z & C
\end{array}\right)\left(\begin{array}{ccc}
0 & 0 & I_{d} \\
0 & J & 0 \\
I_{d} & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
A^{T} & Y^{T} & X^{T} \\
0 & B^{T} & Z^{T} \\
0 & 0 & C^{T}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
0 & 0 & A \\
0 & B J & Y \\
C & Z J & X
\end{array}\right)\left(\begin{array}{ccc}
A^{T} & Y^{T} & X^{T} \\
0 & B^{T} & Z^{T} \\
0 & 0 & C^{T}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
0 & 0 & B J C^{T} \\
0 & B J B^{T} & B J Z^{T}+Y C^{T} \\
C A^{T} & C Y^{T}+Z J B^{T} & C X^{T}+X C^{T}+Z J Z^{T}
\end{array}\right)
\end{aligned}
$$

Invoking the condition $\mathcal{J}=M \mathcal{J} M^{T}$, we have

$$
\left(\begin{array}{ccc}
0 & 0 & I_{d} \\
0 & J & 0 \\
I_{d} & 0 & 0
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & A C^{T} \\
0 & B J B^{T} & B J Z^{T}+Y C^{T} \\
C A^{T} & C Y^{T}+Z J B^{T} & C X^{T}+X C^{T}+Z J Z^{T}
\end{array}\right)
$$

Therefore $M \in \operatorname{Sp}_{2 n}(2)$ if and only if conditions (i)-(v) hold.
Lemma 4.10 below describes the structure of $X_{U}$ as a semidirect product $X_{U}=R \rtimes L$. This is called a Levi decomposition with Levi component $L$ and unipotent radical $R$.

Lemma 4.10 ([38, pg. 93)
Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space with basis $\mathscr{B}$ and $U$ a totally isotropic $d$-dimensional subspace of $V$. Then there exist subspaces $U^{\prime}$ and $W$ of $V$ such that the following hold:
(a) $U^{\prime}$ is totally isotropic of dimension $d, U \oplus U^{\prime}$ is nondegenerate, $W=\left(U \oplus U^{\prime}\right)^{\perp}$ and $V=(U \oplus$ $\left.U^{\prime}\right) \oplus W$,
(b) $X_{U}=R \rtimes L$, where $L$ fixes setwise each of the subspaces $U, U^{\prime}$ and $W$, and $R$ acts trivially on the spaces $U, U^{\perp} / U$ and $V / U^{\perp}$,
(c) $L \cong \operatorname{GL}(U) \times \operatorname{Sp}(W)$.

It is sometimes helpful to view the subspaces $W$ and $U^{\prime}$ as embeddings of the quotient spaces $V /\left(U \oplus U^{\prime}\right)$ and $V / U^{\perp}$ inside $V$. Working with respect to $\mathscr{B}$, if $U=\left\langle e_{i} \mid 1 \leqslant i \leqslant d\right\rangle$ then we set $U^{\prime}=\left\langle f_{i} \mid 1 \leqslant i \leqslant d\right\rangle$ and $W=\left\langle e_{i}, f_{i} \mid d+1 \leqslant i \leqslant n\right\rangle$.

## Corollary 4.11

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space with basis $\mathscr{B}$ and $X=\operatorname{Sp}_{2 n}(2)$. Choose $d \in[1: n]$ and set
$U=\left\langle e_{1}, \cdots, e_{d}\right\rangle$. The Levi component $L$ and the unipotent radical $R$ of $X_{U}$ are given by

$$
\begin{aligned}
L & =\left\{\left.\left(\begin{array}{ccc}
A & 0 & 0 \\
0 & B & 0 \\
0 & 0 & A^{-T}
\end{array}\right) \right\rvert\, A \in \mathrm{GL}_{d}(2), B \in \mathrm{Sp}_{2(n-d)}(2)\right\} \\
R & =\left\{\left.\left(\begin{array}{ccc}
I_{d} & 0 & 0 \\
Y & I_{2(n-d)} & 0 \\
X & Z & I_{d}
\end{array}\right) \right\rvert\, X+X^{T}=Z J Z^{T}, Y=J Z^{T}\right\} .
\end{aligned}
$$

Proof. We have $U=\left\langle e_{1}, \ldots, e_{d}\right\rangle$. Let $U^{\prime}=\left\langle f_{1}, \cdots, f_{d}\right\rangle$ and $W=\left\langle e_{d+1}, f_{d+1}, \cdots, e_{n}, f_{n}\right\rangle$. It is clear that property (a) of Lemma 4.10 holds. Suppose $M \in X_{U}$. Then Lemma 4.9 implies

$$
M=\left(\begin{array}{ccc}
A & 0 & 0  \tag{4.3}\\
Y & B & 0 \\
X & Z & C
\end{array}\right)=\left(\begin{array}{ccc}
I_{d} & 0 & 0 \\
Y A^{-1} & I_{2(n-d)} & 0 \\
X A^{-1} & Z B^{-1} & I_{d}
\end{array}\right)\left(\begin{array}{ccc}
A & 0 & 0 \\
0 & B & 0 \\
0 & 0 & A^{-T}
\end{array}\right)
$$

so $X_{U}=R L$ and $R \cap L=\left\{I_{2 n}\right\}$. Finally $R \triangleleft X_{U}$, so $X_{U} \cong R \rtimes L$.

### 4.3.1. The $X_{\Delta}$ orbits in $\mathcal{Q}^{\varepsilon}$ for $U$ totally-isotropic

## Lemma 4.12

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space with basis $\mathscr{B}$ and $U$ a totally isotropic $d$-dimensional subspace of $V$ with $1 \leqslant d \leqslant n$. Then:
(a) For all $\varphi \in \mathcal{Q}^{\varepsilon}$ the intersection $\operatorname{sing}(\varphi) \cap U$ is a subspace of $U$. Moreover, $\operatorname{dim}(\operatorname{sing}(\varphi) \cap U)=d$ if $U$ is $\varphi$-singular and $\operatorname{dim}(\operatorname{sing}(\varphi) \cap U)=d-1$ otherwise.
(b) Define $\mathcal{Q}_{d}^{\varepsilon}:=\left\{\varphi \in \mathcal{Q}^{\varepsilon} \mid U \subseteq \operatorname{sing}(\varphi)\right\}$ and $\mathcal{Q}_{d-1}^{\varepsilon}:=\left\{\varphi \in \mathcal{Q}^{\varepsilon} \mid U \nsubseteq \operatorname{sing}(\varphi)\right\}$. Fix $\varphi_{0} \in \mathcal{Q}_{d}^{\varepsilon}$ and let $c \in V$. Then $\varphi_{c} \in \mathcal{Q}_{d}^{\varepsilon}$ if and only if $c \in \operatorname{sing}\left(\varphi_{0}\right) \cap U^{\perp}$.
(c) $X_{U}$ acts transitively on $\mathcal{Q}_{d}^{\varepsilon}$.

Proof. We have the following:
(a) Let $u, v \in U$. Since $U \leqslant U^{\perp}$ we have

$$
\begin{equation*}
\varphi(u+v)=\varphi(u)+\varphi(v)+B(u, v)=\varphi(u)+\varphi(v) \tag{4.4}
\end{equation*}
$$

In particular, if $u, v \in \operatorname{sing}(\varphi) \cap U$ then Equation (4.4) implies $\varphi(u+v)=0$ and therefore $\operatorname{sing}(\varphi) \cap U$ is a subspace. Moreover, Equation (4.4) implies that the restriction $\left.\varphi\right|_{U}: U \rightarrow \mathbb{F}_{2}$ is a linear transformation and therefore $\operatorname{dim}(\varphi(U))=0$ or 1 , depending on whether or not $U$ is totally $\varphi$-singular. In particular, the Rank-Nullity Theorem implies $\operatorname{dim}(\operatorname{sing}(\varphi) \cap U)=d$ or $d-1$.
(b) Lemma 3.9 implies $c \in \operatorname{sing}\left(\varphi_{0}\right)$. By definition we have

$$
\varphi_{c} \in \mathcal{Q}_{d}^{\varepsilon} \Leftrightarrow U \subseteq \operatorname{sing}\left(\varphi_{c}\right) \Leftrightarrow U \subseteq \operatorname{sing}\left(\varphi_{0}\right)+c \Leftrightarrow U+c \subseteq \operatorname{sing}\left(\varphi_{0}\right)
$$

But $U+c \subseteq \operatorname{sing}\left(\varphi_{0}\right)$ if and only if

$$
\begin{equation*}
\varphi_{0}(u+c)=0 \text { for all } u \in U \tag{4.5}
\end{equation*}
$$

Expanding Equation 4.5 using the polarisation identity and using the fact that $\varphi_{0}(u)=\varphi_{0}(c)=0$, we have $\varphi(u+c)=B(u, c)=0$. Therefore $\varphi_{c} \in \mathcal{Q}_{d}^{\varepsilon}$ if and only if $c \in \operatorname{sing}\left(\varphi_{0}\right) \cap U^{\perp}$.
(c) For each $c \in V$, the involution $\tau_{c}: V \rightarrow V$ defined by $x \tau_{c}=x+B(x, c) c$ is an element of $X$ (see [32, Section 7.7]). If $c \in U^{\perp}$ then for all $u \in U$ we have $u \tau_{c}=u+B(u, c) c=u$, so $\tau_{c}$ fixes $U$ pointwise. Calculating $\varphi^{\tau_{c}}$ we have

$$
\begin{equation*}
\varphi_{0}^{\tau_{c}}(x)=\varphi_{0}(x+B(x, c) c)=\varphi_{0}(x)+B(x, c) \varphi_{0}(c)+B(x, c)^{2}=\varphi_{0}(x)+B(x, c)=\varphi(x) \tag{4.6}
\end{equation*}
$$

Therefore $X_{U}$ is transitive on $\mathcal{Q}_{d}^{\varepsilon}$.

Lemma 4.12 implies $\mathcal{Q}^{\varepsilon}$ is the disjoint union of $\mathcal{Q}_{d}^{\varepsilon}$ and $\mathcal{Q}_{d-1}^{\varepsilon}$. If $(d, \varepsilon)=(n,-)$ then $\mathcal{Q}_{d}^{-}$is empty; this case is given extra attention in Section 4.4. Otherwise both $\mathcal{Q}_{d}^{\varepsilon}$ and $\mathcal{Q}_{d-1}^{\varepsilon}$ are nonempty. We will see in Lemma 4.21 that $X_{U}$ also acts transitively on $\mathcal{Q}_{d-1}^{\varepsilon}$.

### 4.3.2. Maximal parabolic subgroups of orthogonal groups

By [5. Theorem 3.11 and Theorem 3.12], the maximal $\mathcal{C}_{1}$ subgroups of the orthogonal group $\mathrm{GO}^{\varepsilon}(\varphi) \cong$ $\mathrm{GO}_{2 n}^{\varepsilon}(2)$ which stabilise a totally-singular $d$-subspace $U$ of $V$ have shape $X_{\varphi, U} \cong 2^{d(d-1) / 2} .2^{2 d(n-d)}\left(\mathrm{GL}_{d}(2) \times\right.$ $\left.\mathrm{GO}_{2(n-k)}^{\varepsilon}(2)\right)$. In Section 4.3.2 we describe a subgroup of the maximal parabolic subgroups of $X_{\varphi}$ which assists in the proof of Lemma 4.22

Let $x$ be a vector in $V$ with coordinates defined by $x=\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right)$. We denote by $\varphi_{0}^{\varepsilon}$ the quadratic form

$$
\varphi_{0}^{\varepsilon}(x)= \begin{cases}\sum_{i=1}^{n} x_{i} y_{i} & \text { if } \varepsilon=+  \tag{4.7}\\ \sum_{i=1}^{n} x_{i} y_{i}+x_{n}^{2}+y_{n}^{2} & \text { if } \varepsilon=-\end{cases}
$$

The Gram matrix of $\varphi_{0}^{\varepsilon}$ with respect to the ordered basis $\mathscr{B}$ is a $2 n \times 2 n$ matrix

$$
K=\left(\begin{array}{ccc}
0 & 0 & I_{d}  \tag{4.8}\\
0 & K^{\varepsilon} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $K^{\varepsilon}$ is the $2(n-d) \times 2(n-d)$ matrix

$$
K^{+}=\left(\begin{array}{ccccc}
0 & 1 & & &  \tag{4.9}\\
0 & 0 & & & \\
& & \ddots & \\
& & & 0 & 1 \\
& & & 0 & 0
\end{array}\right) \quad \text { or } \quad K^{-}=\left(\begin{array}{cccccc}
0 & 1 & & & & \\
0 & 0 & & & & \\
& & \ddots & & & \\
& & & 0 & 1 & \\
& & & 0 & 0 & \\
& & & & 1 & 1 \\
& & & & & 0
\end{array}\right)
$$

Provided that $(d, \varepsilon) \neq(n,-)$, we have $\varphi_{0}^{\varepsilon} \in \mathcal{Q}_{d}^{\varepsilon}$.

## Lemma 4.13

Let $H=\left\{M \in L \mid B K^{\varepsilon} B^{T}=K^{\varepsilon}\right\}$ where $K^{\varepsilon}$ is the matrix defined by Equation 4.9) and

$$
M=\left(\begin{array}{ccc}
A & 0 & 0 \\
0 & B & 0 \\
0 & 0 & A^{-T}
\end{array}\right)
$$

Then $H$ is a subgroup of $L \cap \operatorname{GO}\left(\varphi_{0}^{\varepsilon}\right)$, where $L$ denotes the Levi factor of $X_{U}$.

Proof. Consider the quadratic forms $\varphi_{0}^{\varepsilon}$ defined by Equation 4.7) and their associated Gram matrices $K$, as defined in Equation 4.8). First we will show that every $M \in H$ fixes $\varphi_{0}^{\varepsilon}$ by checking the sufficient condition $M K M^{T}=K$. We find

$$
\begin{aligned}
M K M^{T} & =\left(\begin{array}{ccc}
A & 0 & 0 \\
0 & B & 0 \\
0 & 0 & A^{-T}
\end{array}\right)\left(\begin{array}{ccc}
0 & 0 & I_{d} \\
0 & K^{\varepsilon} & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
A^{T} & 0 & 0 \\
0 & B^{T} & 0 \\
0 & 0 & A^{-1}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
0 & 0 & A \\
0 & B K^{\varepsilon} & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
A^{T} & 0 & 0 \\
0 & B^{T} & 0 \\
0 & 0 & A^{-1}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
0 & 0 & I_{d} \\
0 & B K^{\varepsilon} B^{T} & 0 \\
0 & 0 & 0
\end{array}\right) \\
& =\left(\begin{array}{ccc}
0 & 0 & I_{d} \\
0 & K^{\varepsilon} & 0 \\
0 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

Therefore $M K M^{T}=K$ if and only if $B K^{\varepsilon} B^{T}=K^{\varepsilon}$ if and only if $M \in H$. In particular, $H \subseteq$ $L \cap \mathrm{GO}\left(\varphi_{0}^{\varepsilon}\right)$. If $M, M^{\prime} \in L \cap \mathrm{GO}\left(\varphi_{0}^{\varepsilon}\right)$ then

$$
M M^{\prime-1}=\left(\begin{array}{ccc}
A & 0 & 0 \\
0 & B & 0 \\
0 & 0 & A^{-T}
\end{array}\right)\left(\begin{array}{ccc}
A^{\prime-1} & 0 & 0 \\
0 & B^{\prime-1} & 0 \\
0 & 0 & A^{\prime T}
\end{array}\right)=\left(\begin{array}{ccc}
A A^{\prime-1} & 0 & 0 \\
0 & B B^{\prime-1} & 0 \\
0 & 0 & A^{-T} A^{\prime T}
\end{array}\right) .
$$

We have $\left(B B^{\prime-1}\right) K^{\varepsilon}\left(B B^{\prime-1}\right)^{T}=B B^{\prime-1} K^{\varepsilon} B^{\prime-T} B=K^{\varepsilon}$. Therefore $M M^{\prime-1} \in L \cap \operatorname{GO}\left(\varphi_{0}^{\varepsilon}\right)$ and $H \leqslant L \cap \mathrm{GO}\left(\varphi_{0}^{\varepsilon}\right)$.

Note that this condition $M K M^{T}=K$ in the proof of Lemma 4.13 is sufficient but certainly not necessary; each quadratic form $\varphi \in \mathcal{Q}$ has a unique lower-triangular Gram matrix, but despite fixing $\varphi$ in the Jordan-Steiner actions, the action of $\mathrm{GO}(\varphi)$ does not preserve this matrix in general.

### 4.3.3. A subgroup of $X_{U}$ which acts regularly on the nonzero elements of $V / U^{\perp}$

In this section we use the multiplicative group of a finite field of order $2^{d}$ to construct a cyclic subgroup of $X_{U}$ of order $2^{d}-1$. To this end, we construct an element of $\mathrm{GL}_{d}(2)$ of order $2^{d}-1$ and embed the cyclic group it generates in the Levi component of $X_{U}$. We show in Corollary 4.20 that this subgroup
acts regularly on the non-zero elements of the quotient vector space $V / U^{\perp}$. Let us first recall some basic facts about finite fields.

Theorem 4.14 (55], Theorem 2.1.63)
Let $\mathbb{F}$ be a field and $\mathbb{K}$ be a subfield with $\alpha \in \mathbb{F}$ algebraic of degree $d$ over $\mathbb{K}$ and let $h$ be the minimal polynomial of $\alpha$ over $\mathbb{K}$. Then
(a) The field $\mathbb{K}[\alpha]$ is isomorphic to the factor ring $\mathbb{K}[x] /\langle h\rangle$.
(b) The dimension of $\mathbb{K}[\alpha]$ over $\mathbb{K}$ is $d$.
(c) The set $\left\{\alpha^{i} \mid 0 \leqslant i \leqslant d-1\right\}$ is a basis for $\mathbb{K}[\alpha]$ over $\mathbb{K}$.
(d) Every element of $\mathbb{K}[\alpha]$ is algebraic over $\mathbb{K}$ with degree dividing $d$.

Definition 4.15 (55, Definition 4.1.1)
An element $\alpha \in \mathbb{F}_{q}$ is a primitive element if $\alpha$ generates the multiplicative group $\mathbb{F}_{q}^{\times}$of nonzero elements in $\mathbb{F}_{q^{d}}$.

Definition 4.16 ([55, Definition 4.1.2)
A polynomial $f \in \mathbb{F}_{q}[x]$ of degree $d \geqslant 1$ is a primitive polynomial if it is the minimal polynomial of a primitive element of $\mathbb{F}_{q}$.

## Construction 4.17

Let $\alpha$ be a primitive element in $\mathbb{F}_{2^{d}}$ and let $h(x)=x^{d}+\sum_{i=0}^{d-1} a_{i} x^{i}$ be the minimal polynomial of $\alpha$. As a vector space over $\mathbb{F}_{2}$, we have $\mathbb{F}_{2^{d}}=\left\{\sum_{i=0}^{d-1} c_{i} \alpha^{i} \mid c_{i} \in \mathbb{F}_{2}\right\}$. Define an invertible linear transformation $f: \mathbb{F}_{2^{d}} \rightarrow \mathbb{F}_{2}^{d}$ by

$$
\begin{equation*}
f: \sum_{i=0}^{d-1} c_{i} \alpha^{i} \mapsto\left(c_{0}, \ldots, c_{d-1}\right) \tag{4.10}
\end{equation*}
$$

The multiplicative group $\mathbb{F}_{2^{d}}^{\times}$acts on $\mathbb{F}_{2^{d}}$ by multiplication modulo $h(x)$. Therefore, we obtain a faithful linear representation $\rho: \mathbb{F}_{2^{d}}^{\times} \rightarrow \mathrm{SL}_{d}(2)$ by setting

$$
\rho(\alpha)=\left(\begin{array}{c}
f\left(\alpha^{1}\right)  \tag{4.11}\\
f\left(\alpha^{2}\right) \\
\vdots \\
f\left(\alpha^{d}\right)
\end{array}\right)=\left(\begin{array}{cccc}
0 & & & \\
\vdots & & I_{d-1} & \\
0 & & & \\
a_{0} & a_{1} & \ldots & a_{d-1}
\end{array}\right)
$$

where $a_{i}$ are the coefficients of the minimal polynomial for $\alpha$. The subgroup $\langle\rho(\alpha)\rangle<\mathrm{SL}_{d}(2)$ is called a Singer subgroup and its generator $\rho(\alpha)$ is called a Singer cycle.

## Lemma 4.18

Let $s$ be the $2 n \times 2 n$ matrix defined by

$$
s=\left(\begin{array}{ccc}
\rho(\alpha)^{-T} & 0 & 0 \\
0 & I_{2(n-d)} & 0 \\
0 & 0 & \rho(\alpha)
\end{array}\right) .
$$

and set $S=\langle s\rangle$. Then $S$ is a subgroup of the Levi factor of $X_{U}$, $S$ fixes a quadratic form and $|S|=2^{d}-1$.

Proof. Let $S=\langle s\rangle$. Since $\alpha$ is a primitive element of $\mathbb{F}_{2^{d}} \cong C_{2^{d}-1}$, it follows from Construction 4.17 that $S$ is cyclic of order $2^{d}-1$. By Corollary $4.11, S \leqslant X_{U}$ and by Lemma $4.13 . S \leqslant \mathrm{GO}\left(\varphi_{0}^{\varepsilon}\right)$.

### 4.3.4. Proof of strong incidence-transitivity in the totally-isotropic case

## Lemma 4.19

Let $S=\langle s\rangle$ denote the subgroup of $X_{U}$ defined in Lemma 4.18. The action of $S$ on $V / U^{\perp}$ is permutationally isomorphic to the action of $\mathbb{F}_{2^{d}}^{\times}$on $\mathbb{F}_{2^{d}}$ by multiplication.

Proof. Let $x$ denote a primitive element of $\mathbb{F}_{2^{d}}^{\times}$and let $r(x)=\sum_{i=0}^{d-1} a_{i} x^{i}$ be its minimal polynomial. We choose bases $\left\{x^{i} \mid 0 \leqslant i \leqslant d-1\right\}$ and $\left\{f_{j}+U^{\perp} \mid 1 \leqslant j \leqslant d\right\}$ for $\mathbb{F}_{2^{d}}^{\times}$and $V / U^{\perp}$, respectively. Define a mapping $\tilde{f}: \mathbb{F}_{2^{d}} \rightarrow V / U^{\perp}$ by setting $\widetilde{f}\left(x^{i}\right)=f_{i+1}+U^{\perp}$ for $0 \leqslant i \leqslant d-1$ and extending linearly to $\mathbb{F}_{2^{d}}$. Then $\tilde{\rho}$ is an isomorphism between $\mathbb{F}_{2}$-vector spaces by construction. Similarly, we define $\widetilde{\rho}: \mathbb{F}_{2^{d}}^{\times} \rightarrow S$ by $\widetilde{\rho}\left(x^{i}\right)=s^{i}$. Then $\widetilde{\rho}$ is a group isomorphism by construction. We consider now the natural action of $\mathbb{F}_{2^{d}}^{\times}$on $\mathbb{F}_{2^{d}}$ by multiplication modulo $r(x)$. For all $\sum_{i=0}^{d-1} c_{i} x^{i} \in \mathbb{F}_{2^{d}}$ we have

$$
\begin{aligned}
\left(\sum_{i=0}^{d-1} c_{i} x^{i}\right)^{x \tilde{f}} & =\left(\sum_{i=0}^{d-2} c_{i} x^{i+1}+c_{d-1} \sum_{i=0}^{d-1} a_{i} x^{i}\right)^{\tilde{f}} \\
& =\left(\sum_{i=0}^{d-2} c_{i} f_{i+2}+c_{d-1} \sum_{i=0}^{d-1} a_{i} f_{i+1}\right)+U^{\perp} \\
& =\left(\sum_{i=0}^{d-1} c_{i} f_{i+1}+U^{\perp}\right)^{s} \\
& =\left(\sum_{i=0}^{d-1} c_{i} x^{i}\right)^{\tilde{f} s} .
\end{aligned}
$$

Suppose $g \in \mathbb{F}_{2^{d}}^{\times}$. Then $g=x^{j}$ where $0 \leqslant j \leqslant 2^{d}-1$. Successively applying the equality $x \tilde{f}=\tilde{f} s$ we have $g \widetilde{f}=x^{j-1} \tilde{f} s=\cdots=\tilde{f} s^{j}=\tilde{f} g^{\tilde{\rho}}$ as required.

## Corollary 4.20

The Singer subgroup $S=\langle s\rangle$ acts regularly on the nontrivial cosets of $V / U^{\perp}$.

Proof. The group $\mathbb{F}_{2^{d}}^{\times}$acts regularly on itself by multiplication so the permutational isomorphism constructed in Lemma 4.19 implies $S$ regularly on the nontrivial cosets of $V / U^{\perp}$.

## Lemma 4.21

If $\varepsilon=+$ and $1 \leqslant d \leqslant n$, or $\varepsilon=-$ and $1 \leqslant d \leqslant n-1$, then $X_{U}$ is transitive on the set $\mathcal{Q}_{d-1}^{\varepsilon}=\{\varphi \in$ $\left.\mathcal{Q}^{\varepsilon} \mid U \nsubseteq \operatorname{sing}(\varphi)\right\}$.

Proof. Let $\varphi_{0} \in \mathcal{Q}_{d}^{\varepsilon}$ and $\psi, \psi^{\prime} \in \mathcal{Q}_{d-1}^{\varepsilon}$. By Lemma 3.9 there exist $c, c^{\prime} \in V$ such that for all $x \in V$

$$
\begin{equation*}
\psi(x)=\varphi(x)+B(x, c), \quad \psi^{\prime}(x)=\varphi(x)+B\left(x, c^{\prime}\right) \tag{4.12}
\end{equation*}
$$

Corollary 4.20 says $\langle s\rangle \leqslant X_{U, \varphi_{0}}$ acts transitively on $V / U^{\perp}$. Therefore, we may assume that $c$ and $c^{\prime}$ lie in the same coset of $V / U^{\perp}$. In this case $c+c^{\prime} \in U^{\perp}$ so the symplectic transvection $\tau_{c+c^{\prime}}$ maps $\psi$ to $\psi^{\prime}$ and stabilises $U$.

The possibility that $d=n$ and $\varepsilon=-$ was excluded from Lemma 4.21. In this case $\mathcal{Q}_{n-1}^{-}=\mathcal{Q}^{-}$ and $\mathcal{Q}_{n}^{-}=\varnothing$ since the maximum dimension of a subspace which is totally singular with respect to an elliptic quadratic form is $n-1$. We study this exception in Section 4.4 demonstrating that $X_{U}$ acts transitively on $\mathcal{Q}^{-}$and performing further analysis.

In order to demonstrate transitivity 'inside' the nontrivial cosets of $V / U^{\perp}$ it is necessary to examine the unipotent radical. Recall that, by Lemma $4.22, G=X_{U}$ is transitive on $\mathcal{Q}_{d}^{\varepsilon}$, and by Lemma 4.19 and Corollary 4.20, $G_{\varphi_{0}}$ is transitive on $\left(V / U^{\perp}\right)^{\#}$.

For $w \in V$ we set $[w]:=w+U^{\perp}$, the image of $w$ under the natural projection map $\pi: V \rightarrow V / U^{\perp}$.

## Lemma 4.22

Fix $\varphi_{0} \in \mathcal{Q}_{d}^{\varepsilon}$ and let $G=X_{U}, w \in \operatorname{sing}\left(\varphi_{0}\right) \cap\left(V \backslash U^{\perp}\right)$. Then the stabiliser $G_{\varphi_{0},[w]}$ acts transitively on $\operatorname{sing}\left(\varphi_{0}\right) \cap[w]$.

Proof. Let $w \in \operatorname{sing}\left(\varphi_{0}\right) \cap\left(V \backslash U^{\perp}\right)$. The goal is to map $w$ to an arbitrary element $u+w \in$ $\operatorname{sing}\left(\varphi_{0}\right) \cap[w]$. Let $x=\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right) \in V$. By Lemma 4.12, $X_{U}$ is transitive on $\mathcal{Q}_{d}^{\varepsilon}$ so without loss of generality we choose $\varphi_{0}=\varphi_{0}^{\varepsilon}$ as defined in Equation 4.7. By Lemma 4.18 and Corollary 4.20. $G_{\varphi_{0}}$ acts transitively on $\left(V / U^{\perp}\right)^{\#}$ so without loss of generality we choose $w=f_{1}$. Let $u=$ $\sum_{i=1}^{n} u_{i} e_{i}+\sum_{i=d+1}^{n} v_{i} \in U^{\perp}$ and consider the matrix

$$
g=\left(\begin{array}{lll}
I & 0 & 0 \\
Y & I & 0 \\
X & Z & I
\end{array}\right)
$$

where $X, Y, Z$ are defined by

$$
X=\left(\begin{array}{cccc}
u_{1} & u_{2} & \ldots & u_{d} \\
u_{2} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
u_{d} & 0 & \ldots & 0
\end{array}\right), Z=\left(\begin{array}{ccccc}
u_{d+1} & v_{d+1} & \cdots & u_{n} & v_{n} \\
0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0
\end{array}\right), Y=J Z^{T}
$$

and $J$ is the $2(n-d) \times 2(n-d)$ block-diagonal matrix with blocks $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$.
By Lemma 4.11 $g \in R$ if and only if $X+X^{T}=Z J Z^{T}$. Since the matrix $X$ is symmetric, $X+X^{T}$ is the $d \times d$ matrix of zeroes, $\mathbf{0}_{d \times d}$. Computing $Z J Z^{T}$, we have

$$
\begin{aligned}
Z J Z^{T} & =\left(\begin{array}{ccccc}
u_{d+1} & v_{d+1} & \cdots & u_{n} & v_{n} \\
0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0
\end{array}\right)\left(\begin{array}{ccccc}
0 & 1 & & \\
1 & 0 & & \\
& & \ddots & \\
& & & 0 & 1 \\
& & & 1 & 0
\end{array}\right)\left(\begin{array}{ccccc}
u_{d+1} & 0 & \cdots & 0 \\
v_{d+1} & 0 & \cdots & 0 \\
\vdots & \vdots & \cdots & \vdots \\
u_{n} & 0 & \cdots & 0 \\
v_{n} & 0 & \cdots & 0
\end{array}\right) \\
& =\left(\begin{array}{ccccc}
v_{d+1} & u_{d+1} & \cdots & v_{n} & u_{n} \\
0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0
\end{array}\right)\left(\begin{array}{cccc}
u_{d+1} & 0 & \cdots & 0 \\
v_{d+1} & 0 & \cdots & 0 \\
\vdots & \vdots & \cdots & \vdots \\
u_{n} & 0 & \cdots & 0 \\
v_{n} & 0 & \cdots & 0
\end{array}\right)=\mathbf{0}_{d \times d} .
\end{aligned}
$$

Therefore $g \in R$. In particular, $g$ is symplectic, stabilises both $U$ and [ $w$ ], and maps $w=f_{1}$ to $u+w$. Thus $g \in X_{U,[w]}$. It remains to confirm that $g$ fixes $\varphi_{0}$ in each case $\varepsilon= \pm$. With respect to the basis $\mathscr{B}$ in Equation 4.2, $x^{g}$ is given by

$$
x^{g}=\left(x_{1}+\sum_{i=1}^{n} u_{i} y_{i}+\sum_{i=d+1}^{n} v_{i} x_{i}\right) e_{1}+\sum_{i=1}^{d} y_{i} f_{i}+\sum_{i=d+1}^{n}\left(y_{i}+y_{1} v_{i}\right) f_{i}+\sum_{i=2}^{n}\left(x_{i}+y_{1} u_{i}\right) e_{i} .
$$

Evaluating $\varphi_{0}^{+}\left(x^{g}\right)$ and noting that $y^{2}=y$ for $y \in \mathbb{F}_{2}$, we get

$$
\begin{aligned}
\varphi_{0}^{+}\left(x^{g}\right)= & x_{1} y_{1}+y_{1}\left(\sum_{i=1}^{n} u_{i} y_{i}+\sum_{i=d+1}^{n} v_{i} x_{i}\right)+\sum_{i=2}^{d}\left(x_{i} y_{i}+y_{1} u_{i} y_{i}\right) \\
& +\sum_{i=d+1}^{n} x_{i} y_{i}+y_{1} \sum_{i=d+1}^{n}\left(v_{i} x_{i}+u_{i} y_{i}+y_{1} u_{i} v_{i}\right) \\
= & \varphi_{0}^{+}(x)+y_{1}\left(u_{1}+\sum_{i=d+1}^{n} u_{i} v_{i}\right) \\
= & \varphi_{0}^{+}(x)+y_{1} \varphi_{0}^{+}\left(u+f_{1}\right)
\end{aligned}
$$

Similarly, evaluating $\varphi_{0}^{-}\left(x^{g}\right)$ we get

$$
\begin{aligned}
\varphi_{0}^{-}\left(x^{g}\right)= & x_{1} y_{1}+y_{1}\left(\sum_{i=1}^{n} u_{i} y_{i}+\sum_{i=d+1}^{n} v_{i} x_{i}\right)+\sum_{i=2}^{d}\left(x_{i} y_{i}+y_{1} u_{i} y_{i}\right) \\
& +\sum_{i=d+1}^{n} x_{i} y_{i}+y_{1} \sum_{i=d+1}^{n}\left(v_{i} x_{i}+u_{i} y_{i}+u_{i} v_{i}\right)+x_{n}+y_{n}+y_{1}\left(u_{n}+v_{n}\right) \\
= & \varphi_{0}^{-}(x)+y_{1}\left(u_{1}+\sum_{i=d+1}^{n} u_{i} v_{i}+u_{n}+v_{n}\right) \\
= & \varphi_{0}^{-}(x)+y_{1} \varphi_{0}^{-}\left(u+f_{1}\right)
\end{aligned}
$$

For both values of $\varepsilon$ we have assumed $u+f_{1} \in \operatorname{sing}\left(\varphi_{0}^{\varepsilon}\right)$, so $y_{1} \varphi_{0}^{\varepsilon}\left(u+f_{1}\right)=0$. Therefore $\varphi_{0}^{\varepsilon}\left(x^{g}\right)=$ $\varphi_{0}^{\varepsilon}(x)$ for all $x \in V$, so $\varphi_{0}^{g}=\varphi_{0}$.

## Theorem 4.23

Let $V=\left(\mathbb{F}_{2}^{n}, B\right)$ be a symplectic space with symplectic basis $\mathscr{B}$ and $U=\left\langle e_{i} \mid 1 \leqslant i \leqslant d\right\rangle$ with $1 \leqslant d \leqslant n$ and $(d, \varepsilon) \neq(n,-)$. Let $\Delta=\mathcal{Q}_{d}^{\varepsilon}$ and $\Gamma:=\Delta^{X}$. Then $\Gamma$ is an $X$-strongly incidence-transitive code with $X=\operatorname{Sp}_{2 n}(2)$.

Proof. By Lemma 4.9, $X_{U}$ acts transitively on $\Delta$, so it is sufficient to choose any $\varphi_{0} \in \Delta$ and show that $X_{\Delta, \varphi_{0}}$ acts transitively on $\bar{\Delta}$. Let $\psi, \psi^{\prime} \in \bar{\Delta}$. By Lemma 3.9, there exists unique $c, c^{\prime} \in \operatorname{sing}\left(\varphi_{0}\right) \cap\left(V \backslash U^{\perp}\right)$ such that $\psi(x)=\varphi_{c}(x)=\varphi_{0}(x)+B(x, c)$ and $\psi^{\prime}(x)=\varphi_{c^{\prime}}=\varphi_{0}(x)+B\left(x, c^{\prime}\right)$. Further, Lemma 3.10 implies it is sufficient to show that there exists an element of $X_{\varphi_{0}}$ which maps $c$ to $c^{\prime}$. Indeed, by Lemma 4.20, $X_{U, \varphi^{\prime}}$ acts transitively on $\left(V / U^{\perp}\right)^{\#}$, so there exists $g \in X_{\Delta, \varphi_{0}}$ such that $c g \in \operatorname{sing}\left(\varphi_{0}\right) \cap\left[c^{\prime}\right]$. Since $c g, c^{\prime} \in \operatorname{sing}\left(\varphi_{0}\right) \cap\left[c^{\prime}\right]$, Lemma 4.22 implies there exists $h \in X_{U, \varphi_{0},\left[c^{\prime}\right]}$ such that $c g h=c^{\prime}$. Therefore $g h$ fixes $\varphi_{0}$ and maps $\varphi_{c}$ to $\varphi_{c^{\prime}}$, that is, $\Gamma$ is $X$-strongly incidence-transitive.

## Remark 4.24

If $\Gamma$ is an $X$-strongly incidence-transitive code in $J\left(\mathcal{Q}^{\varepsilon}, k\right)$ with $\Delta \in \Gamma$ and $X_{\Delta}$ reducible on $V$, $\mathbf{3 8}$ ] shows that $X_{\Delta}$ is contained in the full setwise stabiliser of a nondegenerate or totally-isotropic subspace of $V$. In particular, $\Gamma$ corresponds to one of the codes described in Theorem 4.3, or $X_{\Delta}$ is contained in the full setwise stabiliser of a totally isotropic subspace of dimension $n$ and $\varepsilon=-$. We show in Section 4.4 that no further examples arise in the latter case.

### 4.4. Parabolic subgroups acting transitively on elliptic forms

We now consider the case $(d, \varepsilon)=(n,-)$. Fix the following notation throughout Section 4.4. Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space, let $U$ be an $n$-dimensional totally isotropic subspace of $V$ and let $X_{U}$ be the stabiliser of $U$ in $X=\operatorname{Sp}_{2 n}(2)$. Note that since $\operatorname{dim}(U)=n$ we have $U=U^{\perp}$. For $\varphi \in \mathcal{Q}^{-}$ the maximum dimension of a totally $\varphi$-singular subspace is $n-1$, and therefore Lemma 4.12 implies $\operatorname{sing}(\varphi) \cap U$ is an $(n-1)$-dimensional subspace of $V$ for all $\varphi \in \mathcal{Q}^{-}$.

By [35], there is a factorisation $X=X_{U} \mathrm{GO}_{2 n}^{-}(2)$ and therefore Lemma 1.14 implies that $X_{U}$ acts transitively on $\mathcal{Q}^{-}$. In Section 4.4 we show that if $\Gamma \subset\binom{\mathcal{Q}^{-}}{k}$ is an $X$-strongly incidence-transitive code with $\Delta \in \Gamma$ and $X_{\Delta} \leqslant X_{U}$, then $X_{\Delta}$ leaves invariant a subspace of $V$ of dimension less than $n$, and therefore $\Gamma$ corresponds to one of the codes described in Theorem4.3.

Recall from Lemma 4.11 that $X_{U} \cong R \rtimes L$, where $R$ is the unipotent radical and $L \cong \mathrm{GL}_{n}(2)$ is the Levi factor. In particular, setting $n=d$ in Corollary 4.11 we have

$$
R=\left\{\left.\left(\begin{array}{cc}
I_{d} & 0 \\
X & I_{d}
\end{array}\right) \right\rvert\, X+X^{T}=0\right\}
$$

so $R \cong \mathbb{F}_{2}^{n(n+1) / 2}$ and $|R|=2^{n(n+1) / 2}$.

## Lemma 4.25

Let $U$ be a totally-isotropic $n$-dimensional subspace of $V$ and let $\mathcal{H}$ denote the set of all $(n-1)$ dimensional subspaces of $U$. For each $H \in \mathcal{H}$ we define $P_{H}:=\left\{\varphi \in \mathcal{Q}^{-} \mid \operatorname{sing}(\varphi) \cap U=H\right\}$. Then:
(a) If $H \in \mathcal{H}$ and $\varphi_{0} \in P_{H}$ then $\varphi_{c} \in P_{H}$ if and only if $c \in \operatorname{sing}\left(\varphi_{0}\right) \cap U$. In particular, $\left|P_{H}\right|=2^{n-1}$.
(b) The collection $\mathcal{P}=\left\{P_{H} \mid H \in \mathcal{H}\right\}$ is a system of imprimitivity for the action of $X_{U}$ on $\mathcal{Q}^{-}$.
(c) $P_{H}$ is an $R$-orbit for each $P_{H} \in \mathcal{P}$.
(d) The action of $L$ on $\mathcal{P}$ is permutationally isomorphic to the transitive action of GL $(U)$ on $\mathcal{H}$.

Proof. We proceed as follows:
(a) Let $H \in \mathcal{H}, \varphi_{0} \in P_{H}$ and $\varphi_{c} \in \mathcal{Q}^{-}$. Then

$$
\begin{align*}
\varphi_{c} \in P_{H} & \Leftrightarrow H=\operatorname{sing}\left(\varphi_{c}\right) \cap U \Leftrightarrow \operatorname{sing}\left(\varphi_{0}\right) \cap U=\operatorname{sing}\left(\varphi_{c}\right) \cap U  \tag{4.13}\\
& \Leftrightarrow \operatorname{sing}\left(\varphi_{0}\right) \cap U=\operatorname{sing}\left(\varphi_{0}\right) \cap \operatorname{sing}\left(\varphi_{c}\right) \cap U \tag{4.14}
\end{align*}
$$

By Lemma 3.13, $\operatorname{sing}\left(\varphi_{0}\right) \cap \operatorname{sing}\left(\varphi_{c}\right)=\operatorname{sing}\left(\varphi_{0}\right) \cap\langle c\rangle^{\perp}$, so using Equation 4.14 we deduce

$$
\begin{equation*}
\varphi_{c} \in P_{H} \Leftrightarrow \operatorname{sing}\left(\varphi_{0}\right) \cap U=\operatorname{sing}\left(\varphi_{0}\right) \cap U \cap\langle c\rangle^{\perp} \Leftrightarrow \operatorname{sing}\left(\varphi_{0}\right) \cap U \leqslant\langle c\rangle^{\perp} \Leftrightarrow c \in \operatorname{sing}\left(\varphi_{0}\right) \cap U \tag{4.15}
\end{equation*}
$$

Therefore $\varphi_{c} \in P_{H}$ if and only if $c \in \operatorname{sing}\left(\varphi_{0}\right) \cap U$. In particular, $\left|P_{H}\right|=\left|\operatorname{sing}\left(\varphi_{0}\right) \cap U\right|=2^{n-1}$.
(b) Lemma 4.12 implies that $\mathcal{P}$ is a partition of $\mathcal{Q}^{-}$and part (a) implies $\left|P_{H}\right|=2^{n-1}$ for each $H \in \mathcal{H}$.

Therefore $|\mathcal{P}|=\left|\mathcal{Q}^{-}\right| /\left|P_{H}\right|=2^{n}-1$. In particular, $\mathcal{P}$ is a partition of $\mathcal{Q}^{-}$into equally sized parts. For all $H \in \mathcal{H}$ and for all $g \in X_{U}$ we have

$$
\begin{aligned}
\left(P_{H}\right)^{g} & =\left\{\varphi^{g} \in \mathcal{Q}^{-} \mid \operatorname{sing}(\varphi) \cap U=H\right\}=\left\{\varphi \in \mathcal{Q}^{-} \mid \operatorname{sing}\left(\varphi^{g^{-1}}\right) \cap U=H\right\} \\
& =\left\{\varphi \in \mathcal{Q}^{-} \mid \operatorname{sing}(\varphi)^{g^{-1}} \cap U=H\right\}
\end{aligned}
$$

where the last equality follows from Corollary 3.11. Since $g \in X_{U}$ we have

$$
\operatorname{sing}(\varphi)^{g^{-1}} \cap U=H \Leftrightarrow(\operatorname{sing}(\varphi) \cap U)^{g^{-1}}=H \Leftrightarrow \operatorname{sing}(\varphi) \cap U=H^{g}
$$

from which we deduce

$$
\begin{equation*}
\left(P_{H}\right)^{g}=P_{H^{g}} \tag{4.16}
\end{equation*}
$$

Since $X_{U}$ is transitive on $\mathcal{Q}^{-}$, it follows that $\mathcal{P}$ is a system of imprimitivity preserved by $X_{U}$.
(c) By Lemma 4.12, for all $c \in \operatorname{sing}\left(\varphi_{0}\right) \cap U$ the symplectic transvection $\tau_{c}: V \rightarrow V$ defined by $x^{\tau_{c}}=x+B(x, c) c$ lies in $X_{U}$. Moreover, for all cosets $x+U \in V / U$ we have $(x+U)^{\tau_{c}}=$ $x+B(x, c) c+U=x+U$, since $c \in U$. In particular, $\tau_{c}$ fixes $U$ and $V / U$ pointwise, so Lemma 4.10 implies that if $c \in \operatorname{sing}\left(\varphi_{0}\right) \cap U$ then $\tau_{c} \in R$.

Consider an arbitrary $H \in \mathcal{H}$ with $\varphi_{0}, \varphi_{c} \in P_{H}$. Then part (a) implies $c \in \operatorname{sing}\left(\varphi_{0}\right) \cap U$. Computing $\varphi_{0}^{\tau_{c}}$ and expanding using the polarisation equation, we have

$$
\begin{align*}
\varphi_{0}^{\tau_{c}}(x) & =\varphi_{0}(x+B(x, c) c)=\varphi_{0}(x)+B(x, c) \phi(c)+B(x, B(x, c) c)  \tag{4.17}\\
& =\varphi_{0}(x)+B(x, c)=\varphi_{c}(x) \tag{4.18}
\end{align*}
$$

Since $\left|\operatorname{sing}\left(\varphi_{0}\right) \cap U\right|=2^{n-1}$, Equation 4.17) implies that the length of an $R$-orbit in $\mathcal{Q}^{-}$is at least $2^{n-1}$. On the other hand, $X_{U}$ is transitive on $\mathcal{Q}^{-}$and $R \triangleleft X_{U}$ so $R$ the $R$-orbits in $\mathcal{Q}^{-}$all have the same length. Therefore $\left|\varphi_{0}^{R}\right|$ divides both $|R|=2^{n(n+1) / 2}$ and $\left|\mathcal{Q}^{-}\right|=2^{n-1}\left(2^{n}-1\right)$, so the length of an $R$-orbit is at most $2^{n-1}$. Therefore $P_{H}$ is an $R$-orbit for each $H \in \mathcal{H}$.
(d) Let $\left\{e_{i}, f_{i} \mid 1 \leqslant i \leqslant n\right\}$ be a symplectic basis for $V$. Without loss of generality we assume $U=\left\langle e_{i} \mid 1 \leqslant i \leqslant n\right\rangle$. Let $W=\left\langle f_{i} \mid 1 \leqslant i \leqslant n\right\rangle$ and note that $V=U \oplus W$. We identify $v \in V$ with an ordered pair $(u, w)$ with $u \in U$ and $w \in W$. By Corollary 4.11, for all $\ell \in L$ there exists $a \in \mathrm{GL}_{n}(2)$ such that $\ell=\left(\begin{array}{cc}a & 0 \\ 0 & a^{-T}\end{array}\right)$. Therefore for all $\ell \in L$ and $v \in V$ we have $v^{\ell}=(u, w)^{\ell}=\left(u a, w a^{-T}\right)$ and therefore for $H \in \mathcal{H}$ we have

$$
\begin{equation*}
H^{\ell}=\left\{(u, 0)^{\ell} \in U \mid u \in H\right\}=\{(u a, 0) \in U \mid u \in H\}=H^{a} . \tag{4.19}
\end{equation*}
$$

Define $F: \operatorname{GL}_{n}(2) \rightarrow L$ by $F(a)=\ell$ and $f: \mathcal{H} \rightarrow \mathcal{P}$ by $f(H)=P_{H}$. Clearly $F$ is a group isomorphism and $f$ is a bijection. Using equations 4.19) and 4.16, for all $H \in \mathcal{H}$ and $\ell \in L$ we have

$$
f\left(H^{a}\right)=P_{H^{a}}=P_{\left(H a, 0 a^{-T}\right)}=P_{H^{\ell}}=\left(P_{H}\right)^{\ell}=f(H)^{F(a)}
$$

Therefore the pair $(F, f)$ is a permutational isomorphism.

## Lemma 4.26

Let $\Gamma \subset\binom{\mathcal{Q}^{-}}{k}$ be a strongly incidence-transitive code with $\Delta \in \Gamma$ and let $U$ be a totally isotropic $n$-dimensional subspace of $V$. If $X_{\Delta}<X_{U}$ then $\Gamma$ corresponds to one of the codes constructed in Theorem 4.3 ,

Proof. Suppose $\Gamma \subset\binom{\mathcal{Q}^{-}}{k}$ is an $X$-strongly incidence-transitive code, $\Delta \in \Gamma$ and $X_{\Delta}<X_{U}$. We show that there exists a nontrivial proper $X_{\Delta}$-invariant subspace of $U$. By Lemma 4.25 the $R$-orbits in $\mathcal{Q}^{-}$form a system of imprimitivity preserved by $X_{U}$ so Lemma 1.21 implies that $\Delta$ and $\bar{\Delta}$ are unions of $R$-orbits and $R<X_{\Delta}$. Therefore there exists $\mathcal{S} \subset \mathcal{H}$ such that $\Delta=\cup_{H \in \mathcal{S}} P_{H}$. We define $\check{\Gamma} \subset\binom{\mathcal{P}}{k / 2^{n-1}}$ as follows. Let $\check{\Delta}=\left\{P_{H} \mid H \in \mathcal{S}\right\}$ and define $\check{\Gamma}=\check{\Delta}^{L}$. We claim that $\check{\Gamma}$ is $L$-strongly incidence-transitive. Indeed, since $\Gamma$ is $X$-strongly incidence-transitive, $X_{\Delta}$ acts transitively on $\Delta$ and preserves $\mathcal{P}$, therefore $L_{\Delta}$ permutes the elements of $\check{\Delta}$ transitively. Similarly, $L_{\Delta}$ is transitive on $\mathcal{P} \backslash \check{\Delta}$. Now suppose $\Sigma_{0} \in \check{\Delta}$ and $\Sigma, \Sigma^{\prime} \in \mathcal{P} \backslash \check{\Delta}$. Choose any $\varphi_{0}, \varphi, \varphi^{\prime} \in \mathcal{Q}^{-}$such that $\varphi_{0} \in \Sigma_{0}, \varphi \in \Sigma$ and
$\varphi^{\prime} \in \Sigma^{\prime}$. Since $\Gamma$ is $X$-strongly incidence-transitive there exists $h \in X_{\Delta, \varphi_{0}}$ such that $\varphi^{\prime}=\varphi^{h}$. But $X_{\Delta}<X_{U}$ so $X_{\Delta}$ preserves $\mathcal{P}$ and $X_{\Delta, \varphi_{0}}<X_{\Delta, \Sigma_{0}}$. Therefore there exists $\ell \in R h \cap L_{\Delta}$ such that $\Sigma^{\prime}=\Sigma^{\ell}$ and $\check{\Gamma}$. By definition, $L$ is transitive on $\check{\Gamma}$ and therefore $\check{\Gamma}$ is $L$-strongly incidence-transitive as claimed.

However, by Lemma 4.25, the action of $L$ on $\mathcal{P}$ is permutationally isomorphic to the action of $\mathrm{GL}_{n}(2)$ on the $(n-1)$-dimensional subspaces of $U$ and Example 2.7 shows that the action of $\mathrm{GL}_{n}(2)$ on the $(n-1)$-subspaces of $U$ is permutationally isomorphic to the action of $\mathrm{GL}_{n}(2)$ on the 1-dimensional subspaces of $U$. Therefore $\check{\Gamma}$ is equivalent to a 'projective type code' as described in [1 , Section 7]; the details are included in Section B.1. Since $q=2$ does not have a square root in $\mathbb{Z}, \check{\Gamma}$ does not correspond to one of the Baer subline codes constructed in Example B. 2 . Moreover, if $\Delta$ is a $[0,2,3]_{1}$-set as in part (ii) of Theorem B. 4 then, since each line of $\mathrm{PG}_{n}(2)$ is incident with three points, $k \in\{1,2\}$ and $\Gamma$ is trivial. The only other possibility is that $\check{\Gamma}$ is equivalent to a subspace code as in case (i) of Theorem B.4. Therefore $L_{\Delta}<L_{W}$ for some proper nontrivial subspace $W<U$. By Lemma 4.10, $R$ fixes $U$ pointwise and therefore $R<X_{W}$, so $X_{\Delta} \leqslant X_{W}$ and therefore $\Gamma$ corresponds to one of the codes described in Theorem 4.3.

### 4.5. Design and code parameters

Let $V=\left(\mathbb{F}_{2}^{n}, B\right)$ be a symplectic space and $X=\operatorname{Sp}_{2 n}(2)$ the associated isometry group. Let $\Gamma$ be an $X$-strongly incidence-transitive code in $J\left(\mathcal{Q}^{\varepsilon}, k\right)$. Since $X$ acts transitively on $\Gamma$ and 2-transitively on $\mathcal{Q}^{\varepsilon}$, the codewords of $\Gamma$ form a 2 -design with $v=2^{n-1}\left(2^{n}+\varepsilon\right)$ points. We compute some parameters associated with the designs constructed throughout Chapter 4.

## Definition 4.27

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space where $n \geqslant 2$. We denote by $\mathscr{T}=\mathscr{T}^{\varepsilon}(n, d)$ a 2-design with point set $\mathcal{V}=\mathcal{Q}^{\varepsilon}$. For each totally-isotropic $d$-dimensional subspace of $V$ which satisfies $1 \leqslant d \leqslant n$ and $d \neq n$ if $\varepsilon=-$, we define a block $\Delta^{\varepsilon}(U)$ of $\mathscr{T}$ by

$$
\begin{equation*}
\Delta^{\varepsilon}(U)=\left\{\varphi \in \mathcal{Q}^{\varepsilon} \mid \varphi(u)=0 \quad \forall u \in U\right\} \tag{4.20}
\end{equation*}
$$

We compute the parameters $(v, k, \lambda, r, b)$ associated with the designs $\mathscr{T}^{\varepsilon}(n, d)$.

## Lemma 4.28

Consider the 2-design $\mathscr{T}=\mathscr{T}^{\varepsilon}(n, d)$ defined in Definition 4.27. The parameters of $\mathscr{T}$ are given by

$$
\begin{aligned}
v & =2^{n-1}\left(2^{n}+\varepsilon\right) \\
b & =\prod_{i=0}^{d-1} \frac{2^{2(n-i)}-1}{2^{i+1}-1} \\
k & =2^{n-1}\left(2^{n-d}+\varepsilon\right) \\
r & = \begin{cases}\left(\prod_{i=0}^{n-1} \frac{2^{n-i}-1}{2^{i+1}-1}\right)\left(\prod_{j=n-d}^{n-1}\left(2^{j}+1\right)\right) & \text { if } \varepsilon=+ \\
\left(\prod_{i=0}^{n-2} \frac{2^{n-i-1}-1}{2^{i+1}-1}\right)\left(\prod_{j=n-d+1}^{n}\left(2^{j}+1\right)\right) & \text { if } \varepsilon=-\end{cases}
\end{aligned}
$$

Proof. By Definition 4.27 we have $v=\left|\mathcal{Q}^{\varepsilon}\right|=2^{n-1}\left(2^{n}+\varepsilon\right)$ and $b$ is the number of totally-isotropic $d$-dimensional subspaces of $V$. Using equation (2.3), we have $b=\prod_{i=0}^{d-1} \frac{2^{2(n-i)}-1}{2^{i+1}-1}$. By Theorem 4.23, $\mathscr{T}$ is strongly incidence-transitive, and therefore $X_{\Delta}$ acts transitively on the points of $\Delta$. If $\varphi \in \Delta$ then the Orbit-Stabiliser Theorem implies $k=\left|X_{\Delta}: X_{\Delta, \varphi}\right|$. We use Theorem 1.18 to compute the orders of $X_{\Delta}$ and $X_{\Delta, \varphi}$. If $\varphi \in \Delta \cap \mathcal{Q}^{\varepsilon}$ then

$$
\begin{aligned}
k & =\left|X_{U}: X_{U, \varphi}\right| \\
& =\frac{q^{d(d+1) / 2} q^{2 d(n-d)}\left|\mathrm{GL}_{d}(2) \times \mathrm{Sp}_{2(n-d)}(2)\right|}{q^{d(d-1) / 2} q^{2 d(n-d)}\left|\mathrm{GL}_{d}(2) \times \mathrm{GO}_{2(n-d)}^{\varepsilon}(2)\right|} \\
& =\frac{q^{d(d+1) / 2}\left|\mathrm{Sp}_{2(n-d)}(2)\right|}{q^{d(d-1) / 2}\left|\mathrm{GO}_{2(n-d)}^{\varepsilon}(2)\right|} \\
& =2^{d} \cdot 2^{n-d-1}\left(2^{n-d}+\varepsilon\right) \\
& =2^{n-1}\left(2^{n-d}+\varepsilon\right) .
\end{aligned}
$$

Now, if $\varphi \in \mathcal{V}$ then $\varphi$ is incident with $\Delta^{\varepsilon}(U)$ if and only if $U$ is $\varphi$-singular. Therefore the replication number is given by the number of $\varepsilon$-type $d$-dimensional singular subspaces in $V$. Using equations (2.2) and (2.4) we have

$$
r= \begin{cases}\left(\prod_{i=0}^{n-1} \frac{2^{n-i}-1}{2^{i+1}-1}\right)\left(\prod_{j=n-d}^{n-1}\left(2^{j}+1\right)\right) & \text { if } \varepsilon=+  \tag{4.21}\\ \left(\prod_{i=0}^{n-2} \frac{2^{n-i-1}-1}{2^{i+1}-1}\right)\left(\prod_{j=n-d+1}^{n}\left(2^{j}+1\right)\right) & \text { if } \varepsilon=-\end{cases}
$$

Note that equation $\sqrt{1.3}$ can be used to calculate $\lambda$ from the parameters of Lemma 4.28 .

## Lemma 4.29

Let $\epsilon \in\{ \pm\}$ and for each totally-isotropic $d$-space in $V$ define $\Delta(U)=\left\{\varphi \in \mathcal{Q}^{\varepsilon} \mid U\right.$ is $\varphi$-singular $\}$. If $U$ and $W$ are totally isotropic $d$-spaces in $V$ with $\operatorname{dim}(U \cap W)=d-1$ then $|\Delta(U) \cap \Delta(W)|=$ $2^{n-2}\left(2^{n-d}+\varepsilon\right)$. Moreover, the minimum distance of the code from Theorem 4.23 constructed from the totally-isotropic $d$-spaces in $V$ has minimum distance $\delta=2^{n-2}\left(2^{n-d}+\varepsilon\right)$

Proof. By Witt's Theorem we choose a symplectic basis $\left\{e_{i}, f_{i} \mid 1 \leqslant i \leqslant n\right\}$ for $V$ and set, without loss of generality,

$$
\begin{array}{lr}
U=\left\langle e_{i}, e_{d} \mid 1 \leqslant i \leqslant d-1\right\rangle & \operatorname{dim}(U)=d \\
W=\left\langle e_{i}, f_{d} \mid 1 \leqslant i \leqslant d-1\right\rangle & \operatorname{dim}(W)=d \\
H=\left\langle e_{i}, f_{i} \mid d+1 \leqslant i \leqslant n\right\rangle & \operatorname{dim}(H)=2(n-d)
\end{array}
$$

Then we have

$$
\begin{array}{lr}
U^{\perp}=U \oplus H & \operatorname{dim}\left(U^{\perp}\right)=2 n-d \\
W^{\perp}=W \oplus H & \operatorname{dim}\left(W^{\perp}\right)=2 n-d \\
U \cap W=\left\langle e_{i} \mid 1 \leqslant i \leqslant d-1\right\rangle & \operatorname{dim}(U \cap W)=d-1
\end{array}
$$

Suppose $\varphi_{0} \in \Delta(U) \cap \Delta(W)$ and $c \in V$. Then $\varphi_{c} \in \Delta(U) \cap \Delta(W)$ if and only if $c \in \operatorname{sing}\left(\varphi_{0}\right) \cap U^{\perp} \cap W^{\perp}$. Note that $U^{\perp} \cap W^{\perp}=(U \cap W) \oplus H$. Therefore if $c \in U^{\perp} \cap W^{\perp}$ then there exist $x \in U \cap W$ and $y \in H$ such that $c=x+y$. Using the fact that $x \in U \cap W, \varphi_{0} \in \Delta(U) \cap \Delta(W)$ and $B(x, y)=0$ we have

$$
\varphi_{0}(c)=\varphi_{0}(x)+\varphi_{0}(y)+B(x, y)=\varphi_{0}(y)
$$

Therefore we have $|U \cap W|=2^{d-1}$ possible choices for $x$ and, imposing the condition $\left.\varphi_{0}\right|_{H}=0$ on the $2(n-1)$-dimensional nondegenerate subspace $U, 2^{n-d-1}\left(2^{n-d}+\varepsilon\right)$ possible choices for $y$. Therefore we have $|\Delta(U) \cap \Delta(W)|=2^{d-1} 2^{n-d-1}\left(2^{n-d}+\varepsilon\right)=2^{n-2}\left(2^{n-d}+\varepsilon\right)$. Therefore $\delta=k-2^{n-2}\left(2^{n-d}+\varepsilon\right)=$ $2^{n-1}\left(2^{n-d}+\varepsilon\right)-2^{n-2}\left(2^{n-d}+\varepsilon\right)=\left(2^{n-1}-2^{n-2}\right)\left(2^{n-d}+\varepsilon\right)=2^{n-2}\left(2^{n-d}+\varepsilon\right)$.

## CHAPTER 5

## Irreducible geometric codeword stabilisers

Problem: Let $G$ be an irreducible subgroup of $X=\operatorname{Sp}_{2 n}(2)$ of geometric Aschbacher type. Classify the $X$-strongly incidence transitive codes $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ with $X_{\Delta}=G$ for $\Delta \in \Gamma$.

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic vector space and let $X \cong \operatorname{Sp}_{2 n}(2)$ be the isometry group of the symplectic form $B$. We denote by $\mathcal{Q}^{\varepsilon}$ the set of all $\varepsilon$-type quadratic forms on $V$ which polarise to $B$. In Chapter 5 we demonstrate that there are no $X$-strongly incidence-transitive codes $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ with $\Delta \in \Gamma$ and $X_{\Delta}$ irreducible on $V$ and of geometric Aschbacher type. In particular, by Theorem 1.18 we assume $X_{\Delta}$ lies in $\mathcal{C}_{2}, \mathcal{C}_{3}$ or $\mathcal{C}_{8}$. These classes are considered in Sections $5.1,5.2$ and 5.3 respectively.

## Lemma 5.1

Let $X=\mathrm{Sp}_{2 n}(2)$ and let $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ be an $X$-strongly incidence-transitive code with $2 \leqslant k \leqslant \frac{1}{2}\left|\mathcal{Q}^{\epsilon}\right|$. If $X_{\Delta}$ acts irreducibly on $V=\mathbb{F}_{2}^{2 n}$ for some $\Delta \in \Gamma$ then $|\Delta| \geqslant 2 n+1$ and $n \geqslant 3$.

Proof. Suppose $\varphi_{0} \in \Delta$ and let $C=\left\{c \in V \mid \varphi_{c} \in \Delta\right\}$. Let $U$ denote the intersection of all subspaces in $V$ which contain $C$. Since $X_{\Delta}$ fixes $\Delta$ and $U$ is the unique subspace of minimal dimension containing $C$, it follows that $X_{\Delta}$ fixes $U$. But $X_{\Delta}$ acts irreducibly on $V$ and $|C| \geqslant 2$, so $U=V$ and $\langle C\rangle=V$. Therefore $C$ contains the zero vector and a spanning set for $V$, which implies $|C|=|\Delta| \geqslant 2 n+1$. In particular, the assumption $|\Delta| \leqslant \frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|$ gives $2 n+1 \leqslant|\Delta| \leqslant 2^{n-2}\left(2^{n}+\varepsilon\right)$. If $n=1$, or $(n, \varepsilon)=(2,-)$ then this condition is impossible to satisfy. If $(n, \varepsilon)=(2,+)$ then $2 n+1=5=2^{n-2}\left(2^{n}+1\right)$ so $|\Delta|=5$ and $|\Delta \times \bar{\Delta}|=155$. However, $\left|\operatorname{Sp}_{4}(2)\right|$ is not divisible by 155 so this case must also be excluded. Therefore $n \geqslant 3$ and $|\Delta| \geqslant 2 n+1$.

### 5.1. Imprimitive subgroups

Let $\mathcal{D}$ denote a direct sum decomposition $V=\bigoplus_{i=1}^{t} V_{i}$ of $V$ into nondegenerate subspaces $V_{i}$ of dimension $\operatorname{dim}\left(V_{i}\right)=\frac{2 n}{t}$ with $V_{i}$ orthogonal to $V_{j}$ for all $i \neq j$. The $\mathcal{C}_{2}$-subgroups of $\operatorname{Sp}_{2 n}(2)$ are the stabilisers $X_{\mathcal{D}}$. It is demonstrated in [38] that such groups are maximal in $\mathrm{Sp}_{2 n}(2)$ and have structure $X_{\mathcal{D}}=\operatorname{Sp}\left(\frac{2 n}{t}, 2\right) \imath S_{t}$. In this section we compute the $X_{\mathcal{D}}$-orbits in $\mathcal{Q}^{\varepsilon}$ and apply the results to the classification of strongly incidence-transitive codes. We begin with some notation.

## Definition 5.2

Let $\mathcal{D}$ denote a decomposition $V=\oplus_{i=1}^{t} V_{i}$ and let $\varphi: V \rightarrow \mathbb{F}_{2}$ be a quadratic form of type $\varepsilon$ on $V$. Denote by $\varepsilon_{i}=\operatorname{sgn}\left(V_{i}\right)$ the type of $\left.\varphi\right|_{V_{i}}$, and write $\varepsilon_{\mathcal{D}}=\left(\varepsilon_{1}, \ldots, \varepsilon_{t}\right)$. Let $\mathcal{E}(\varphi)$ denote the number of $i$ such that $\varepsilon_{i}=-$.

## Lemma 5.3

The $X_{\mathcal{D}}$-orbits in $\mathcal{Q}^{\varepsilon}$ are the subsets $\mathcal{O}_{m}=\left\{\varphi \in \mathcal{Q}^{\varepsilon} \mid \mathcal{E}(\varphi)=m\right\}$ for all integers $0 \leqslant m \leqslant t$ such that $(-1)^{m}=\varepsilon$.

Proof. For every $\varphi \in \mathcal{Q}^{\varepsilon}$, Theorem 3.1 implies the groups $\operatorname{Sp}\left(V_{i}\right) \cong \operatorname{Sp}\left(\frac{2 n}{t}, 2\right)$ preserve the types $\varepsilon_{i}$ of the restrictions $\varphi_{i}=\left.\varphi\right|_{V_{i}}$ for all $1 \leqslant i \leqslant t$. Moreover, the $S_{t}$ component of $X_{\mathcal{D}}$ permutes the components $V_{i}$ of the decomposition $\mathcal{D}$ and therefore permutes the entries of the vector $\left(\varepsilon_{1}, \ldots, \varepsilon_{t}\right)$ while preserving $\mathcal{E}(\varphi)$. This implies the subsets $\mathcal{O}_{m}$ are $X_{\mathcal{D}}$-invariant. It remains to show that $X_{\mathcal{D}}$ acts transitively on each non-empty subset $\mathcal{O}_{m}$. Let $\varphi, \varphi^{\prime} \in \mathcal{O}_{m}$ have types $\varepsilon=\Pi_{i=1}^{t} \varepsilon_{i}$ and $\varepsilon^{\prime}=\Pi_{i=1}^{t} \varepsilon_{i}^{\prime}$ respectively. Since $\mathcal{E}(\varphi)=\mathcal{E}\left(\varphi^{\prime}\right)$ and $S_{t}$ acts transitively on the $m$-subsets of $\{1, \ldots, t\}$, there exists $\sigma \in S_{t}$ such that $\varepsilon_{i^{\sigma}-1}=\varepsilon_{i}^{\prime}$ for all $1 \leqslant i \leqslant t$, and by Lemma 2.32 , we can represent $\varphi^{\sigma}$ uniquely as $\varphi_{1^{\sigma-1}} \oplus \cdots \oplus \varphi_{t^{\sigma}}$. Further, Theorem 3.1 implies that $\operatorname{Sp}\left(V_{i}\right)$ acts transitively on the quadratic forms on $V_{i}$ of type $\varepsilon_{i}^{\prime}=\varepsilon_{i^{\sigma^{-1}}}$ for each $i$, so there exists $g_{i} \in \operatorname{Sp}\left(V_{i}\right)$ such that $\varphi_{i^{\sigma}-1}^{g_{i}}=\varphi_{i}^{\prime}$. Therefore $\sigma\left(g_{1}, \ldots, g_{t}\right) \in X_{\mathcal{D}}$ maps $\varphi$ to $\varphi^{\prime}$ and the non-empty $\mathcal{O}_{m}$ are the $X_{\mathcal{D}}$-orbits in $\mathcal{Q}^{\varepsilon}$. Finally $\mathcal{O}_{m} \neq \varnothing$ if and only if $(-1)^{m}=\varepsilon$.

## Corollary 5.4

Consider the direct sum decomposition $\mathcal{D}$ of $V=\oplus_{i=1}^{t} V_{i}$ and let $X_{\mathcal{D}}$ denote the stabiliser of $\mathcal{D}$ in $\mathrm{Sp}_{2 n}(2)$.
(a) If $t \geqslant 4$ then $X_{\mathcal{D}}$ has at least three orbits in $\mathcal{Q}^{+}$.
(b) If $t \geqslant 5$ then $X_{\mathcal{D}}$ has at least three orbits in $\mathcal{Q}^{-}$.

Proof. By Lemma5.3 we need only to check the number of integers $m$ satisfying $(-1)^{m}=\varepsilon$ with $0 \leqslant m \leqslant t$. If $\varepsilon=+$ and $t \geqslant 4$ then $\mathcal{O}_{m}$ are non-empty orbits for $m \in\{0,2,4\}$. If $\varepsilon=-$ and $t \geqslant 5$ then $\mathcal{O}_{m}$ are non-empty orbits for $m \in\{1,3,5\}$. Therefore $X_{\mathcal{D}}$ has three or more orbits in $\mathcal{Q}^{\varepsilon}$ in either case.

## Remark 5.5

Lemma 5.3 implies that $X_{\mathcal{D}}$ has two orbits in $\mathcal{Q}^{\varepsilon}$ only in the following cases:
(i) $t=2$ and $\varepsilon=+$, namely $\mathcal{O}_{0}$ and $\mathcal{O}_{2}$,
(ii) $t=3$ and $\varepsilon= \pm$, namely $\mathcal{O}_{0}$ and $\mathcal{O}_{2}$ for $\varepsilon=+$, and $\mathcal{O}_{1}$ and $\mathcal{O}_{3}$ for $\varepsilon=-$,
(iii) $t=4$ and $\varepsilon=-$, namely $\mathcal{O}_{1}$ and $\mathcal{O}_{3}$
while $X_{\mathcal{D}}$ acts transitively, that is, $\mathcal{O}_{1}=\mathcal{Q}^{-}$, in the case
(iv) $t=2$ and $\varepsilon=-$.

## Lemma 5.6

Suppose that $X_{\Delta} \leqslant X_{\mathcal{D}}$ and $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$. Then case (i) or (iv) of Remark 5.5 holds and moreover, $X_{\Delta}$ contains a reducible subgroup which acts transitively on $\Delta \times \bar{\Delta}$.

Proof. In case (i) we have $V=V_{1} \oplus V_{2}$ with $V_{1}$ and $V_{2}$ both nondegenerate. By the definition of the Aschbacher class $\mathcal{C}_{2}, V_{2}=V_{1}^{\perp}$. Since $X_{\mathcal{D}}$ has two orbits in $\mathcal{Q}^{+}, X_{\Delta}=X_{\mathcal{D}}$ and Remark 1.5 implies we may choose $\Delta$ to be either orbit. Thus we may assume $\Delta=\mathcal{O}_{0}$ and $\bar{\Delta}=\mathcal{O}_{2}$. Then by Lemma 5.3, $X_{\Delta} \cong X_{\mathcal{D}}$. Let $\varphi_{0} \in \Delta$. Then $X_{\Delta, \varphi_{0}} \cong \operatorname{GO}^{+}(n, 2) \times \operatorname{GO}^{+}(n, 2)$. For all $\mu \in \bar{\Delta}$, Lemma 2.32 implies that there exist elliptic forms $\mu_{1}$ and $\mu_{2}$, on $V_{1}$ and $V_{2}$ respectively, such that $\mu=\mu_{1} \oplus \mu_{2}$. By [35. Table 1], the expression $\mathrm{Sp}_{2 m}(2)=\mathrm{GO}_{2 m}^{+} \mathrm{GO}_{2 m}^{-}(2)$ is a group factorisation for all $m \geqslant 2$, and therefore Lemma 1.14 implies the orthogonal group acts transitively on quadratic forms of opposite type. Therefore Lemma 2.32 implies that for all $\mu, \nu \in \bar{\Delta}$, there exists $\left(g_{1}, g_{2}\right) \in X_{\Delta, \varphi_{0}}$ such that $\mu_{i}^{g_{i}}=\nu_{i}$ and therefore, $\Delta^{X}$ is indeed a strongly incidence transitive code. However, we note that $\Delta$ corresponds precisely to the codeword used to construct $\Gamma$ in Lemma 4.8. In particular, the subgroup $X_{V_{1}} \cong \operatorname{Sp}(n, 2) \times \operatorname{Sp}(n, 2)$ of $X_{\mathcal{D}}$ is reducible and has the same orbits in $\mathcal{Q}^{+}$as $X_{\mathcal{D}}$. Although the full stabiliser in $X_{\Delta}=X_{\mathcal{D}}$ gives us an example in this case, the subgroup $H=X_{\Delta, V_{1}}$ is reducible and by Lemma 4.8 is strongly incidence-transitive on $\mathcal{Q}^{+}$.

In case (ii) we have $V=V_{1} \oplus V_{2} \oplus V_{3}$ and $\varepsilon \in\{+,-\}$. By Remark 1.5 may assume that $\Delta \subset$ $\mathcal{Q}^{\varepsilon}$ consists of quadratic forms satisfying $\varepsilon_{1}=\varepsilon_{2}=\varepsilon_{3}=\varepsilon$, while $\bar{\Delta}$ consists of forms satisfying $\left\{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right\}=\{\varepsilon,-\varepsilon,-\varepsilon\}$. Note that if $\varepsilon=-\operatorname{and} \operatorname{dim}\left(V_{i}\right)=2$ then $|\bar{\Delta}|=1$, so the corresponding code is degenerate. Since both $|\Delta|$ and $|\bar{\Delta}|>1, \operatorname{dim}\left(V_{i}\right) \geqslant 3$ in the case $\varepsilon=-$. Let $\varphi \in \Delta, \mu \in \bar{\Delta}$ such that $\mu$ has type $(\varepsilon,-\varepsilon,-\varepsilon)$ and $\left.\varphi\right|_{V_{1}} \neq\left.\mu\right|_{V_{1}}$. Since $X_{\Delta}=X_{\mathcal{D}}$ acts transitively on $\Delta \times \bar{\Delta}$, Lemma 2.32 allows us to define uniquely a third form $\nu \in \bar{\Delta}$ such that $\left.\nu\right|_{V_{1}}=\left.\varphi\right|_{V_{1}},\left.\nu\right|_{V_{2}}=\left.\mu\right|_{V_{2}}$ and $\left.\nu\right|_{V_{3}}=\left.\mu\right|_{V_{3}}$. If $X_{\mathcal{D}}$ acts transitively on $\Delta \times \bar{\Delta}$ then there exists $g \in X_{\mathcal{D}, \varphi}$ such that $\mu^{g}=\nu$, in particular, $\left.\mu^{g}\right|_{V_{1}}=\left.\varphi\right|_{V_{1}}$. But $g$ fixes $\varphi$ and therefore $g$ fixes $V_{1}$ so $\left(\left.\varphi\right|_{V_{1}}\right)=\left.\varphi\right|_{V_{1}}$. Therefore we have a contradiction.

Case (iii) is dealt with in a similar manner to case (ii): by Remark 1.5 we may assume $\Delta=$ $\mathcal{O}_{1}, \bar{\Delta}=\mathcal{O}_{3}$ and $X_{\Delta}=X_{\mathcal{D}}$. Select $\varphi \in \Delta$ and $\mu \in \bar{\Delta}$ with respective types $(+,+,+,-)_{\mathcal{D}}$ and $(+,-,-,-)_{\mathcal{D}}$ such that $\left.\varphi\right|_{V_{1}} \neq\left.\mu\right|_{V_{1}}$. Using Lemma 2.32 we define a unique quadratic form $\nu \in \mathcal{Q}^{-}$by $\nu=\varphi_{1} \oplus \mu_{2} \oplus \mu_{3} \oplus \mu_{4}$, where $\nu_{1}$ is not isometric to $\varphi_{1}$. By definition, $\nu \in \bar{\Delta}$. Suppose there exists $g \in X_{\mathcal{D}, \varphi}$ such that $\mu^{g}=\nu$. Since elements of $X$ preserve type, we must have $\left.\left(\mu^{g}\right)\right|_{V_{1}}=\left.\varphi\right|_{V_{1}}$. But $g$ fixes $\varphi$ and must therefore fix $\varphi_{1}$, a contradiction.

In case (iv) we have $X_{\mathcal{D}} \cong \operatorname{Sp}(n, 2)$ ) $C_{2}$ acting transitively on $\mathcal{Q}^{-}$. The subgroup $X_{V_{1}}=\operatorname{Sp}(n, 2) \times$ $\operatorname{Sp}(n, 2)$ is normal in $X_{\mathcal{D}}$ by definition of the wreath product. Lemma 4.8 implies $X_{V_{1}}$ has two orbits in $\mathcal{Q}^{-}$, namely the forms of type $(+,-)_{\mathcal{D}}$ and forms of type $(-,+)_{\mathcal{D}}$. Since $X_{V_{1}}$ is an intransitive normal subgroup of $X_{\mathcal{D}}$ the $X_{V_{1}}$-orbits in $\mathcal{Q}^{-}$form a system of imprimitivity. Then Lemma 1.21 implies that $\Delta$ must be a union of blocks, but $\Delta$ is properly contained in $\mathcal{Q}^{-}$so this implies $\Delta$ is an $X_{V_{1} \text {-orbit. }}$ Therefore $X_{\Delta}=X_{V_{1}}$ is reducible.

Combining the results of Corollary 5.4 and Lemma 5.6 we conclude that the only examples of strongly-incidence transitive codes with $X_{\Delta} \leqslant X_{\mathcal{D}}$ for some decomposition $\mathcal{D}$ correspond to the reducible examples constructed in Section 4 .

### 5.2. Field reduction subgroups

Let $\alpha$ denote a primitive element of $\mathbb{F}_{2^{b}}$. In Construction 4.17 we viewed $\mathbb{F}_{2^{b}}$ and $\mathbb{F}_{2}^{b}$ as $b$-dimensional vector spaces over $\mathbb{F}_{2}$ and constructed an $\mathbb{F}_{2}$-linear isomorphism $f: \mathbb{F}_{2^{b}} \rightarrow \mathbb{F}_{2}^{b}$ defined by

$$
f: \sum_{i=0}^{b-1} \beta_{i} \alpha^{i} \mapsto\left(\beta_{0}, \beta_{1}, \ldots, \beta_{b-1}\right)
$$

Let $W=\mathbb{F}_{2^{b}}^{2 m}$ and $V=\mathbb{F}_{2}^{2 m b}$. Define an invertible linear transformation $L: W \rightarrow V$ by

$$
\begin{equation*}
L:\left(w_{1}, w_{2}, \ldots, w_{2 m}\right) \mapsto\left(f\left(w_{1}\right) ; f\left(w_{2}\right) ; \ldots ; f\left(w_{2 m}\right)\right) \tag{5.1}
\end{equation*}
$$

where the ';' symbol in Equation (5.1) represents vector concatenation.
For $v \in V$ and $g \in \Gamma \mathrm{~L}_{2 m}\left(2^{b}\right)$ we define an action of $\Gamma \mathrm{L}_{2 m}\left(2^{b}\right)$ on $V$ by

$$
\begin{equation*}
v g=L\left(\left(L^{-1}(v) g\right)\right. \tag{5.2}
\end{equation*}
$$

The image of $\Gamma L_{2 m}\left(2^{b}\right)$ in $\mathrm{GL}_{2 m b}(2)$ is a $\mathcal{C}_{3}$-subgroup and it is maximal if and only if $b$ is prime [38]. We denote the image $X_{\mathcal{S}}$ since it can be viewed as the setwise stabiliser of the regular $b$-spread $\mathcal{S}$ in $V$ (see [56). By [35, Table 1], the expression $X=X_{\mathcal{S}} \mathrm{GO}_{2 m b}^{\varepsilon}(2)$ is a maximal factorisation for each $\epsilon \in\{+,-\}$. It follows from [35, Section 1.1] that $X_{\mathcal{S}}$ acts transitively on $\mathcal{Q}^{\epsilon}$.

## Remark 5.7

We review some facts about automorphisms of finite fields; see [55] for further details. Let $q=2^{b}$ with $b$ prime and $\lambda \in \mathbb{F}_{q}$. The automorphism group of $\mathbb{F}_{q}$ is a cyclic group of order $b$ generated by the Frobenius automorphism $f(\lambda)=\lambda^{2}$. The elements of $\mathbb{F}_{q}$ lying in the orbit $\lambda^{\operatorname{Aut}\left(\mathbb{F}_{q}\right)}$ are called the conjugates of $\lambda$ in $\mathbb{F}_{q}$. Lemma 2.1.75 in [55 implies Aut $\left(\mathbb{F}_{q}\right)$ fixes $\mathbb{F}_{2}$ pointwise while $\left|\lambda^{\operatorname{Aut}\left(\mathbb{F}_{q}\right)}\right|=b$ when $\lambda \in \mathbb{F}_{q} \backslash \mathbb{F}_{2}$. The field trace $\operatorname{Tr}: \mathbb{F}_{2^{b}} \rightarrow \mathbb{F}_{2}$ is defined by $\operatorname{Tr}(\alpha)=\sum_{i=1}^{2^{b-1}} \alpha^{i}$. Let $K=\operatorname{ker}(\operatorname{Tr})$ and $K^{\#}=K \backslash\{0\}$. Note that $\operatorname{Tr}(1)=0$ if and only if $b=2$, in which case $K=\{0,1\}$ and $\operatorname{Aut}\left(\mathbb{F}_{q}\right)$ acts trivially on $K$. If $b \geqslant 3$ then $|K|=2^{b-1}$ and apart from the trivial orbit $\{0\}, \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ has $\left(2^{b-1}-1\right) / b$ orbits in $K$, each of which has length $b$. Since $\mathbb{F}_{q}$ has characteristic two, every $\lambda \in \mathbb{F}_{q}^{\times}$is a square. For all $\lambda \in \mathbb{F}_{q}^{\times}$we denote by $\sqrt{\lambda}$ the unique element in $\mathbb{F}_{q}^{\times}$satisfying $\sqrt{\lambda}^{2}=\lambda$.

If $W$ is equipped with a bilinear or quadratic form then the trace may be used to define a bilinear or quadratic form on $V$. The following theorem is a special case of Theorem C from [57].

## Theorem 5.8 ([57])

Let $\Phi$ be a quadratic form of type $\epsilon \in\{+,-\}$ on $W=\mathbb{F}_{2^{b}}^{2 m}$ which polarises to a symplectic form $\widetilde{B}$. Then $B=\operatorname{Tr} \circ \widetilde{B} \circ L^{-1}$ defines a non-degenerate alternating form on $V=\mathbb{F}_{2}^{2 m b}$ and $\varphi=\operatorname{Tr} \circ \Phi \circ L^{-1}$ defines a type $\varepsilon$ quadratic form on $V$ which polarises to $B$.

Let $g \sigma \in \mathrm{Sp}_{2 m}\left(2^{b}\right) \rtimes C_{b}$. Since $g$ is an isometry of $\widetilde{B}$ and the trace of a field element is preserved by the field automorphism $\sigma$, for all $x, y \in V$ we have

$$
\begin{aligned}
B(x g, y g) & =\operatorname{Tr}\left(\widetilde{B}\left(L^{-1}(x) g \sigma, L^{-1}(y) g \sigma\right)\right) \\
& =\operatorname{Tr}\left(\widetilde{B}\left(L^{-1}(x) g, L^{-1}(y) g\right) \sigma\right) \\
& =\operatorname{Tr}\left(\widetilde{B}\left(L^{-1}(x), L^{-1}(y)\right)\right. \\
& =B(x, y) .
\end{aligned}
$$

Therefore, there exists an injective homomorphism from similarity group $\Gamma \operatorname{Sp}_{2 m}\left(2^{b}\right)$ of $\widetilde{B}$ into the isometry group $\mathrm{Sp}_{2 m b}(2)$ preserving $B$. Such subgroups form the class of $\mathcal{C}_{3}$ subgroups in $\mathrm{Sp}_{2 m b}(2)$. It is shown in [38 that $\mathrm{Sp}_{2 m}\left(2^{b}\right) \rtimes C_{b}$ is maximal if and only if $b$ is prime. For the remainder of Section 5.2 we denote by $T$ the mapping $T: \mathcal{Q}(W) \rightarrow \mathcal{Q}(V)$ defined for all $x \in V$ by

$$
\begin{equation*}
[T(\Phi)](x)=\operatorname{Tr} \circ \Phi \circ L^{-1}(x)=\operatorname{Tr}\left(\Phi\left(L^{-1}(x)\right)\right) . \tag{5.3}
\end{equation*}
$$

We also set $K=\operatorname{ker}(\operatorname{Tr})$ and $K^{\#}=K \backslash\{0\}$.

## Lemma 5.9

Let $\Phi_{0} \in \mathcal{Q}(W)$ and set $\varphi_{0}=T\left(\Phi_{0}\right)$ as defined in Equation 5.3). For each $c \in W$ define a function $\Phi_{c}: W \rightarrow \mathbb{F}_{2^{b}}$ by

$$
\begin{equation*}
\Phi_{c}(w)=\Phi_{0}(w)+\widetilde{B}(w, c)^{2} . \tag{5.4}
\end{equation*}
$$

Then $\Phi_{c} \in \mathcal{Q}(W)$ and $T\left(\Phi_{c}\right)=\varphi_{L(c)}$.

Proof. Let $\Phi_{0} \in \mathcal{Q}(W)$. Then for any $c \in W$ we define $\Phi_{c}(x)=\Phi_{0}(x)+\widetilde{B}(x, c)^{2}$. Then for all $\lambda \in \mathbb{F}_{2^{b}}$ and $x, y \in W$ we have

$$
\begin{aligned}
\Phi_{c}(\lambda x) & =\Phi_{0}(\lambda x)+\widetilde{B}(\lambda x, c)^{2} \\
& =\lambda^{2} \Phi_{0}(x)+\lambda^{2} \widetilde{B}(x, c)^{2} \\
& =\lambda^{2}\left(\Phi_{0}(x)+\widetilde{B}(x, c)^{2}\right) \\
& =\lambda^{2} \Phi_{c}(x)
\end{aligned}
$$

and

$$
\begin{aligned}
\Phi_{c}(x+y) & =\Phi_{0}(x+y)+\widetilde{B}(x+y, c)^{2} \\
& =\Phi_{0}(x)+\Phi_{0}(y)+\widetilde{B}(x, y)+(\widetilde{B}(x, c)+\widetilde{B}(y, c))^{2} \\
& =\Phi_{0}(x)+\widetilde{B}(x, c)^{2}+\Phi_{0}(y)+\widetilde{B}(y, c)^{2}+\widetilde{B}(x, y) \\
& =\Phi_{c}(x)+\Phi_{c}(y)+\widetilde{B}(x, y) .
\end{aligned}
$$

In other words, $\Phi_{c}$ is a quadratic form on $V$ which polarises to $\widetilde{B}$. Moreover, for all $x \in V$ we have

$$
\begin{aligned}
T\left[\Phi_{c}\right](x) & =\operatorname{Tr}\left(\Phi_{c}\left(L^{-1}(x)\right)\right) \\
& =\operatorname{Tr}\left(\Phi_{0}\left(L^{-1}(x)\right)+\widetilde{B}\left(L^{-1}(x), c\right)^{2}\right) \\
& =\operatorname{Tr}\left(\Phi_{0}\left(L^{-1}(x)\right)\right)+\operatorname{Tr}\left(\widetilde{B}\left(L^{-1}(x), c\right)^{2}\right) \\
& =\operatorname{Tr}\left(\Phi_{0}\left(L^{-1}(x)\right)\right)+\operatorname{Tr}\left(\widetilde{B}\left(L^{-1}(x), c\right)\right)^{2} \\
& =T\left[\Phi_{0}\right](x)+B(x, L(c)) \\
& =\varphi_{L(c)}(x) .
\end{aligned}
$$

Therefore $T\left[\Phi_{c}\right]=\varphi_{L(c)}$.

## Lemma 5.10

The mapping $T: \mathcal{Q}(W) \rightarrow \mathcal{Q}(V)$ defined in Equation (5.3) is a bijection.

Proof. Fix $\Phi_{0} \in \mathcal{Q}(W)$ and let $\varphi_{0}=T\left(\Phi_{0}\right)$. For all $\varphi \in \mathcal{Q}(V)$ there exists a unique $c \in V$ such that $\varphi=\varphi_{c}$. Since $L$ is a bijection, $L^{-1}(c)$ is well defined and Lemma 5.9 implies $T\left(\Phi_{L^{-1}(c)}\right)=\varphi_{c}$. Therefore $T$ is surjective.

We now show that $T$ is injective. Suppose there exists $\Phi_{0}, \Phi \in \mathcal{Q}(W)$ such that $\Phi_{0} \neq \Phi$ and $T\left(\Phi_{0}\right)=T(\Phi)$. Then for all $w \in W$ we have

$$
\begin{equation*}
\operatorname{Tr}\left(\Phi_{0}(w)\right)+\operatorname{Tr}(\Phi(w))=0 \tag{5.5}
\end{equation*}
$$

Let $S=\operatorname{sing}\left(\Phi_{0}\right) \cap(W \backslash \operatorname{sing}(\Phi))$. Then $S=\varnothing$ if and only if $\operatorname{sing}\left(\Phi_{0}\right)=\operatorname{sing}(\Phi)$ if and only if $\Phi=\alpha \Phi_{0}$ for some $\alpha \in \mathbb{F}_{q}^{\times}$. If $\Phi=\alpha \Phi_{0}$ then $\Phi$ polarises to $\alpha \widetilde{B}$ and since $\Phi \in \mathcal{Q}(W)$, we must have $\alpha=1$. Therefore $S$ is non-empty. Now let $u \in S, \lambda \in \mathbb{F}_{q} \backslash K$ and $v=\sqrt{\frac{\lambda}{\Phi(u)}} u$. Then

$$
\Phi_{0}(v)=\Phi_{0}\left(\sqrt{\frac{\lambda}{\Phi(u)}} u\right)=\frac{\lambda}{\Phi(u)} \Phi_{0}(u)=0
$$

and

$$
\Phi(v)=\Phi\left(\sqrt{\frac{\lambda}{\Phi(u)}} u\right)=\frac{\lambda}{\Phi(u)} \Phi(u)=\lambda
$$

It follows that $\operatorname{Tr}\left(\Phi_{0}(v)\right)+\operatorname{Tr}(\Phi(v))=1$, which contradicts Equation 5.5. Therefore $T$ is injective, and $T$ is a bijection.

## Corollary 5.11

Let $\Phi_{0}, \Phi \in \mathcal{Q}(W)$ and set $\varphi_{0}=T\left(\Phi_{0}\right)$ and $\varphi=T(\Phi)$ as defined in Equation (5.3). Then the following hold:
(a) There exists $c \in W$ such that $\Phi=\Phi_{c}$ as in Equation 5.4, and $\varphi=\varphi_{L(c)}$.
(b) $\Phi_{0}$ and $\Phi$ are of the same type if and only if $\Phi_{0}(c) \in \operatorname{ker}(\operatorname{Tr})$.
(c) If $\Phi(x)=\Phi_{0}(x)+\widetilde{B}(x, c)^{2}$ and $\Phi^{\prime}(x)=\Phi_{0}(x)+\widetilde{B}(x, d)^{2}$ then $\Phi^{\prime}(x)=\Phi(x)+\widetilde{B}(x, c+d)^{2}$.

Proof.
(a) Follows from Lemmas 5.9 and 5.10 .
(b) By Theorem 5.8, $\Phi_{0}$ and $\Phi_{c}$ are of the same type if and only if $\varphi_{0}$ and $\varphi_{L(c)}$ are of the same type. Therefore by Lemma 3.9, $\Phi_{0}$ and $\Phi_{c}$ are of the same type if and only if $\varphi_{0}(L(c))=\operatorname{Tr}\left(\Phi_{0}(c)\right)=0$, that is $\Phi_{0}(c) \in K$.
(c) If $\Phi(x)=\Phi_{0}(x)+\widetilde{B}(x, c)^{2}$ and $\Phi^{\prime}(x)=\Phi_{0}(x)+\widetilde{B}(x, d)^{2}$ then we add both equations together to get $\Phi(x)+\Phi^{\prime}(x)=\widetilde{B}(x, c)^{2}+\widetilde{B}(x, d)^{2}$, so $\Phi^{\prime}(x)=\Phi(x)+\widetilde{B}(x, c+d)^{2}$.

## Lemma 5.12

The bijection $T: \mathcal{Q}^{\varepsilon}(W) \rightarrow \mathcal{Q}^{\varepsilon}(V)$ and the isomorphism $f: \Gamma \operatorname{Sp}_{2 m}\left(2^{b}\right) \rightarrow X_{\mathcal{S}}$ resulting from Equation (5.2) together form a permutational isomorphism between the action of $\Gamma \mathrm{Sp}_{2 m}\left(2^{b}\right)$ on $\mathcal{Q}^{\varepsilon}(W)$ and $X_{\mathcal{S}}$ on $\mathcal{Q}^{\varepsilon}(V)$.

Proof. By Lemma $5.10 T$ is a bijection and by Equation 5.2), $f: \Gamma \operatorname{Sp}_{2 m}\left(2^{b}\right) \rightarrow X_{\mathcal{S}}$ is a isomorphism. Let $\Phi \in \mathcal{Q}^{\varepsilon}(W)$ and $g \in \Gamma \operatorname{Sp}_{2 m}\left(2^{b}\right)$. For all $x \in V$ we have

$$
\begin{aligned}
{[T(\Phi)]^{f(g)}(x) } & =\left(\operatorname{Tr} \circ \Phi \circ L^{-1}\right)^{f(g)}(x)=\operatorname{Tr}\left(\Phi\left(L^{-1}\left(x f(g)^{-1}\right)\right)\right) \\
& =\operatorname{Tr}\left(\Phi\left(L^{-1}(x) g^{-1}\right)\right)=\operatorname{Tr}\left(\Phi^{g}\left(L^{-1}(x)\right)\right) \\
& =\operatorname{Tr} \circ \Phi^{g} \circ L^{-1}(x)=\left[T\left(\Phi^{g}\right)\right](x) .
\end{aligned}
$$

Therefore $T\left(\Phi^{g}\right)=T(\Phi)^{f(g)}$.

## Remark 5.13

We will usually avoid writing the isomorphism $L: W \rightarrow V$ explicitly in our equations for the rest of the section. For example, if $c \in V$ then we will write $\Phi(c)$ for $\Phi\left(L^{-1}(c)\right)$ and $\Phi_{c}$ for $\Phi_{L^{-1}(c)}$. In other words, we imagine the quadratic forms in $\mathcal{Q}(W)$ and $\mathcal{Q}(V)$ are able to switch between vectors in $W$ and vectors in $V$ as needed. The intent is to minimise clutter.

## Lemma 5.14

Let $V=\mathbb{F}_{2}^{2 m b}$ with $b$ prime and let $G=X_{\mathcal{S}}$, where $\mathcal{S}$ denotes the regular $b$-spread in $V$. For all $\varphi \in$ $\mathcal{Q}^{\varepsilon}(V)$ the group $G_{\varphi}$ is a maximal $\mathcal{C}_{3}$ subgroup in $X_{\varphi}=\mathrm{GO}_{2 m b}^{\varepsilon}(2)$. In particular, $G_{\varphi} \cong \mathrm{GO}_{2 m}^{\varepsilon}\left(2^{b}\right) \rtimes C_{b}$.

Proof. By Lemma 5.10 there exists a unique quadratic form $\Phi \in \mathcal{Q}^{\varepsilon}(W)$ such that $\varphi=\operatorname{Tr} \circ \Phi \circ$ $L^{-1}$. Let $f: \operatorname{Sip}_{2 m}\left(2^{b}\right) \rightarrow X_{\mathcal{S}}$ denote the group isomorphism derived from Equation 5.2. Then $g \in G_{\varphi}$ if and only if $\operatorname{Tr}\left(\Phi\left(x^{f^{-1}(g)}\right)\right)=\operatorname{Tr}(\Phi(x))$ for all $x \in W$. In particular, $f^{-1}(g) \in \Gamma \mathrm{O}_{2 m}^{\varepsilon}\left(2^{b}\right)$. Since $b$ is prime and $\Gamma \mathrm{O}_{2 m}^{\epsilon}\left(2^{b}\right) \leqslant \Gamma \operatorname{Sp}_{2 m}\left(2^{b}\right)$, 38] and [39] imply the image of $\Gamma \mathrm{O}_{2 m}^{\varepsilon}\left(2^{b}\right)$ in $X_{\varphi}$ is a type $\mathcal{C}_{3}$ maximal subgroup isomorphic to $\mathrm{GO}_{2 m}^{\varepsilon}\left(2^{b}\right) \rtimes C_{b}$.

## Lemma 5.15

Let $U$ be a non-singular 1-dimensional subspace of $W$ and $q=2^{b}$. For each $\lambda \in \mathbb{F}_{q}$ there exists a unique element $u \in U$ such that $\varphi(u)=\lambda$.

Proof. Clearly $\varphi(0)=0$. Let $w \in U \backslash\{0\}$. If $\varphi(w)=0$ then for all $\lambda \in \mathbb{F}_{q}$ we have $\varphi(\lambda w)=$ $\lambda^{2} \varphi(w)=0$, a contradiction to the assumption that $U$ is non-singular. Therefore $\varphi(w) \in \mathbb{F}_{q}^{\times}$. Since $\mathbb{F}_{q}$ has characteristic two, every $\lambda \in \mathbb{F}_{q}^{\times}$is a square. For all $\lambda \in \mathbb{F}_{q}^{\times}$we denote by $\sqrt{\lambda}$ the unique element in $\mathbb{F}_{q}^{\times}$satisfying $\sqrt{\lambda}^{2}=\lambda$. Let $u=\sqrt{\lambda \varphi(w)^{-1}} w$. Then $\varphi(u)=\varphi\left(\sqrt{\lambda \varphi(w)^{-1}} w\right)=\lambda \varphi(u)^{-1} \varphi(w)=\lambda$. Since $|U|=\left|\mathbb{F}_{q}\right|, u$ is the unique element such that $\varphi(u)=\lambda$.

## Lemma 5.16

Let $q=2^{b}$ with $b$ prime, $\varphi_{0} \in \mathcal{Q}^{\epsilon}(V)$ and $\Phi_{0}=T^{-1}\left(\phi_{0}\right)$. For $\lambda \in K=\operatorname{ker}(\operatorname{Tr})$ we write

$$
\begin{aligned}
\theta_{\lambda} & =\left\{\varphi_{c} \in \mathcal{Q}^{\varepsilon} \mid \Phi_{0}(c)=\lambda\right\} \\
\theta_{[\lambda]} & =\left\{\varphi_{c} \in \mathcal{Q}^{\varepsilon} \mid c \neq 0 \text { and } \Phi_{0}(c) \in \lambda^{\operatorname{Aut}\left(\mathbb{F}_{2^{b}}\right)}\right\}
\end{aligned}
$$

Let $G$ denote the image of $\Gamma \operatorname{Sp}_{2 m}\left(2^{b}\right)$ in $\operatorname{Sp}_{2 m b}(2)$. The non-trivial $G_{\varphi_{0}}$-orbits in $\mathcal{Q}^{\varepsilon}$ are of the form $\theta_{[\lambda]}$ where $\lambda \in K$. If $b \geqslant 3$ then, including the trivial orbit $\left\{\varphi_{0}\right\}$, there are $2+\frac{2^{b-1}-1}{b}$ distinct $G_{\varphi_{0}}$-orbits in $\mathcal{Q}^{\varepsilon}$. If $b=2$ then, including the trivial orbit $\left\{\varphi_{0}\right\}$, there are 3 distinct $G_{\varphi_{0}}$-orbits in $\mathcal{Q}^{\varepsilon}$. Moreover,

$$
\begin{align*}
& \left|\theta_{[0]}\right|=\left|\theta_{0}\right|=\left(q^{m-1}+\varepsilon\right)\left(q^{m}-\varepsilon\right)  \tag{5.6}\\
& \left|\theta_{[1]}\right|=\left|\theta_{1}\right|=q^{m-1}\left(q^{n}-\varepsilon\right), \text { and }  \tag{5.7}\\
& \left|\theta_{[\lambda]}\right|=q^{m-1} b\left(q^{m}-\varepsilon\right) \text { for all } \lambda \in K \backslash \mathbb{F}_{2} . \tag{5.8}
\end{align*}
$$

Proof. By Lemma 5.14, every $g \in G_{\varphi_{0}}$ can be written as a product $g=g_{0} \sigma$ where $g_{0} \in$ $\mathrm{GO}_{2 m}^{\varepsilon}\left(2^{b}\right)<G_{\varphi_{0}}$ and $\sigma \in C_{b}<G_{\varphi_{0}}$. For all $c \in K$ and $g_{0} \sigma \in G_{\varphi_{0}}$ we have

$$
\Phi_{0}\left(c g_{0} \sigma\right)=\Phi_{0}\left(c g_{0}\right) \sigma=\Phi_{0}(c) \sigma
$$

so the sets $\theta_{[\lambda]}$ are $G_{\varphi_{0}}$-invariant. Note that any $\sigma \in C_{b}$ fixes $\mathbb{F}_{2}$ so $\theta_{[0]}=\theta_{0}$ and $\theta_{[1]}=\theta_{1}$. We now apply Lemma 3.10 . Let $u, v \in \operatorname{sing}\left(\varphi_{0}\right)$ with $\Phi_{0}(u), \Phi_{0}(v) \in K$. If $\Phi_{0}(u)=\Phi_{0}(v)=0$ then by Witt's Lemma, there exists $g_{0} \in \mathrm{GO}_{2 m}^{\varepsilon}\left(2^{b}\right)$ such that $u^{g_{0}}=v$. Therefore $G_{\varphi_{0}}$ is transitive on $\theta_{[0]}$. Let $\varphi_{u}, \varphi_{v} \in \theta_{[\lambda]}$ where $\lambda \in K^{\#}$. Then by definition there exists a field automorphism $\sigma \in C_{b}$ such that $\Phi_{0}(u)^{\sigma}=\Phi_{0}(v)$. Let $u^{\prime}=\sqrt{\frac{\Phi_{0}(u)}{\Phi_{0}(v)}} v$. Since

$$
\begin{aligned}
\Phi_{0}\left(u^{\prime}\right) & =\Phi_{0}\left(\sqrt{\frac{\Phi_{0}(u)}{\Phi_{0}(v)}} v\right) \\
& =\frac{\Phi_{0}(u)}{\Phi_{0}(v)} \Phi_{0}(v) \\
& =\Phi_{0}(u),
\end{aligned}
$$

there exists $g_{0} \in \mathrm{GO}_{2 m}^{\varepsilon}\left(2^{b}\right)$ such that $u^{g_{0}}=u^{\prime}$. Let $g=g_{0} \sigma$. We have $u^{g_{0} \sigma} \in\langle v\rangle$ and $\Phi_{0}\left(u^{g_{0} \sigma}\right)=$ $\Phi_{0}\left(u^{\prime}\right)^{\sigma}=\Phi_{0}(v)$. Therefore Lemma 3.10 implies $u^{g}=v$. It follows that $\varphi_{u}^{g^{-1}}=\varphi_{v}$. Therefore $G_{\varphi_{0}}$ is transitive on $\theta_{[\lambda]}$ for all $\lambda \in K^{\#}$.

The orbit $\theta_{0}$ is parametrised by the non-zero $\Phi_{0}$-singular vectors in $W$. Therefore $\left|\theta_{0}\right|$ is determined by multiplying the number of totally singular 1 -spaces in $W$ by $\left|\mathbb{F}_{2^{b}}^{\times}\right|=q-1$. Therefore $\left|\theta_{0}\right|=$ $\left(q^{m-1}+\varepsilon\right)\left(q^{m}-\varepsilon\right)$. By Lemma 5.15. the number of vectors in $V$ such that $\Phi(v)=\lambda$ for some fixed $\lambda \in \mathbb{F}_{q}^{\times}$does not depend on $\lambda$, so

$$
\left|\theta_{\lambda}\right|=\frac{q^{2 m}-\left(q^{m-1}+\varepsilon\right)\left(q^{m}-\varepsilon\right)-1}{q-1}=q^{m-1}\left(q^{m}-\varepsilon\right) .
$$

By Remark 5.7, $C_{b}$ fixes $\mathbb{F}_{2}$ pointwise and therefore $\theta_{[0]}=\theta_{0}$ and $\theta_{[1]}=\theta_{1}$. In particular, if $b=2$ then the $G_{\varphi_{0}}$-orbits in $\mathcal{Q}^{\varepsilon}$ are $\left\{\varphi_{0}\right\}, \theta_{[0]}$, and $\theta_{[1]}$. If $b \geqslant 3$ then for all $\lambda \in K^{\#}$ the orbit $\lambda^{\operatorname{Aut}\left(\mathbb{F}_{q}\right)}$ contains $b$ distinct elements, so $\left|\theta_{[\lambda]}\right|=\left|\theta_{\lambda}\right| b=q^{n-1}\left(q^{n}-\varepsilon\right) b$. Since $b$ is prime, Fermat's little theorem states that $2^{b-1} \equiv 1 \bmod b$ and therefore there are $2+\frac{2^{b-1}-1}{b}$ distinct $G_{\varphi_{0}}$-orbits in $\mathcal{Q}^{\varepsilon}$, namely $\left\{\left\{\varphi_{0}\right\}, \theta_{[0]}, \theta_{\left[\lambda_{i}\right]} \left\lvert\, 1 \leqslant i \leqslant \frac{2^{b-1}-1}{b}\right.\right\}$, where the $\lambda_{i}$ lie in separate $\operatorname{Aut}\left(\mathbb{F}_{q}\right)$-orbits in $\mathbb{F}_{q}$.

## Lemma 5.17

Let $q=2^{b}$. If $b \geqslant 3$ or $(\varepsilon, b)=(-, 2)$ then $\left|\theta_{0}\right|<\frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|$. If $(\varepsilon, b)=(+, 2)$ then $\left|\theta_{0}\right| \geqslant \frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|$ with equality holding if and only if $m=1$.

Proof. To begin with we consider the case $b \geqslant 3$. Note that by Corollary $5.16\left|\theta_{0}\right|=\left(q^{m-1}+\right.$ $\varepsilon)\left(q^{m}-\varepsilon\right)$ and $\frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|=\frac{1}{4} q^{m}\left(q^{m}+\varepsilon\right)$. If $\varepsilon=+$ we have

$$
\begin{aligned}
\frac{1}{2}\left|\mathcal{Q}^{+}\right|-\left|\theta_{0}\right| & =\frac{1}{4} q^{m}\left(q^{m}+1\right)-\left(q^{m-1}+1\right)\left(q^{m}-1\right) \\
& \geqslant \frac{1}{4} q^{m}\left(q^{m}+1\right)-q^{m}\left(q^{m-1}+1\right) \\
& =\frac{1}{4} q^{m}\left(q^{m-1}(q-4)-3\right) \\
& \geqslant \frac{1}{4} q^{m}(q-7) .
\end{aligned}
$$

But $b \geqslant 3$ implies $q \geqslant 8$ so $\frac{1}{4} q^{m}(q-7)>0$. Thus $\left|\theta_{0}\right|<\frac{1}{2}\left|\mathcal{Q}^{+}\right|$. If $\varepsilon=-$ we have

$$
\begin{aligned}
\frac{1}{2}\left|\mathcal{Q}^{-}\right|-\left|\theta_{0}\right| & =\frac{1}{4} q^{m}\left(q^{m}-1\right)-\left(q^{m-1}-1\right)\left(q^{m}+1\right) \\
& \geqslant \frac{1}{4} q^{m}\left(q^{m}-1\right)-q^{m-1}\left(q^{m}+1\right) \\
& =\frac{1}{4} q^{m-1}\left(q^{m}(q-4)-q-4\right) \\
& \geqslant \frac{1}{4} q^{m-1}(q(q-4)-q-4) \\
& =\frac{1}{4} q^{m-1}\left(q^{2}-5 q-4\right)
\end{aligned}
$$

| $\varepsilon$ | $b$ | $m$ | Non-trivial suborbits | $\bar{\Delta} \subseteq$ | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| + | 2 | $\geqslant 1$ | $\theta_{0}, \theta_{1}$ | $\theta_{0}$ | Lemma 5.20 |
|  | 3 | $\geqslant 1$ | $\theta_{0}, \theta_{[\alpha]}$ | $\theta_{[\alpha]}$ | Lemma 5.21 |
|  |  |  |  |  |  |
| - | 1 | $\theta_{1}=\mathcal{Q}^{-} \backslash\left\{\varphi_{0}\right\}$ | $\theta_{1}$ | Lemma 5.22 |  |
|  | 3 | 1 | $\theta_{[\alpha]}=\mathcal{Q}^{-} \backslash\left\{\varphi_{0}\right\}$ | $\theta_{[\alpha]}$ | Lemma 5.22 |
| 2 | $\geqslant 2$ | $\theta_{0}, \theta_{1}$ | $\theta_{1}$ | Lemma 5.19 |  |
|  | 3 | $\geqslant 2$ | $\theta_{0}, \theta_{[\alpha]}$ | $\theta_{[\alpha]}$ | Lemma 5.21 |

TABLE 5.1. $\mathcal{C}_{3}$ suborbits

By elementary algebra, the roots of the quadratic $q^{2}-5 q-4$ are $\frac{1}{2}(5 \pm \sqrt{41})$ (approximately -0.7 and 5.7). Since $q \geqslant 8$, we have $\frac{1}{4} q^{m-1}\left(q^{2}-5 q-4\right)>0$ therefore $\left|\theta_{0}\right|<\frac{1}{2}\left|\mathcal{Q}^{-}\right|$.

On the other hand if $b=2$ then we have $\left|\theta_{0}\right|=\left(4^{m-1}+\varepsilon\right)\left(4^{m}-\varepsilon\right)$ and $\frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|=4^{m-1}\left(4^{m}+\varepsilon\right)$. Therefore

$$
\begin{aligned}
\left|\theta_{0}\right|-\frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right| & =\left(4^{m-1}+\varepsilon\right)\left(4^{m}-\varepsilon\right)-4^{m-1}\left(4^{m}+\varepsilon\right) \\
& =4^{2 m-1}+\varepsilon 4^{m}-\varepsilon 4^{m-1}-1-4^{m-1}\left(4^{m}+\varepsilon\right) \\
& =\frac{1}{2} \varepsilon 4^{m}-1
\end{aligned}
$$

Since $m$ is a positive integer we see that $\varepsilon=+\operatorname{implies}\left|\theta_{0}\right| \geqslant \frac{1}{2}\left|\mathcal{Q}^{+}\right|$with equality holding if and only if $m=1$, while $\varepsilon=-$ implies $\left|\theta_{0}\right|<\frac{1}{2}\left|\mathcal{Q}^{+}\right|$for all $m$.

## Lemma 5.18

Let $\Gamma$ be a strongly incidence-transitive code in $J\left(\mathcal{Q}^{\varepsilon},|\Delta|\right)$ such that $|\Delta| \leqslant \frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|$ and $X_{\Delta} \leqslant X_{\mathcal{S}} \cong$ $\operatorname{Sp}_{2 m}\left(2^{b}\right) \rtimes C_{b}$ for some prime $b$. Then $b=2$ or 3 . Moreover, the sub-orbits of $X_{\mathcal{S}}$ which may contain $\bar{\Delta}$ are summarised in Table 5.2 , where $\alpha$ denotes a primitive element of $\mathbb{F}_{2^{b}}$.

Proof. Recall that $X_{\Delta} \leqslant G$ and $X_{\Delta, \varphi_{0}}$ acts transitively on $\bar{\Delta}$, therefore $\bar{\Delta}$ is contained in a $G_{\varphi_{0}}$-orbit. We assume as usual that $|\Delta| \leqslant \frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|$. If $b \geqslant 3$ then Lemma 5.17 implies $\bar{\Delta} \nsubseteq \theta_{[0]}$. But there are $\frac{2^{b-1}-1}{b}$ distinct $G_{\varphi_{0}}$-orbits of the form $\theta_{[\lambda]}$ with $\lambda \in K^{\#}$. In order to satisfy the assumption $|\Delta| \leqslant \frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|$ we must have $b \leqslant 3$. The information contained in Table 5.2 now follows directly from Lemma 5.17 .

Thanks to Lemma 5.18 we now know that if $\Delta^{X}$ is a strongly incidence-transitive code and $X_{\Delta} \leqslant G=\operatorname{Sp}_{2 m}\left(2^{b}\right) \rtimes C_{b}$ then $b=2$ or 3 . Moreover, for $m \geqslant 2$ we know precisely which $G_{\varphi_{0}}$-orbits may contain the complement $\bar{\Delta}$ of a potential codeword $\Delta$.

Recall Remark 1.22 in which we argued that for any subset $A$ of $\Delta$ we have $\bar{\Delta} \subseteq \cap_{\varphi \in A} \Theta(\varphi)$, where $\Theta(\varphi)$ denotes the $G_{\varphi}$-orbit in $\mathcal{Q}^{\varepsilon}$ containing $\bar{\Delta}$. For the rest of this section we will use Remark 1.22 to demonstrate the non-existence of strongly incidence-transitive codes with $X_{\Delta} \leqslant X_{\mathcal{S}}$ for $m \geqslant 2$, before turning our attention to some special cases in which $X_{\Delta}$ is reducible and $m=1$.

## Lemma 5.19

Let $V=\mathbb{F}_{2}^{4 m}$ with $m \geqslant 2, X=\operatorname{Sp}_{4 m}(2)$ and $G=\operatorname{Sp}_{2 m}(4) \rtimes C_{2}$. If $\Delta \subset \mathcal{Q}^{-}$and $X_{\Delta} \leqslant G$ then $X_{\Delta}$ is intransitive on $\Delta \times \bar{\Delta}$.

Proof. We proceed by contradiction. Suppose $\Delta \subset \mathcal{Q}^{-}, X_{\Delta} \leqslant G$ and $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$. Without loss of generality assume $|\Delta| \leqslant \frac{1}{2}\left|\mathcal{Q}^{-}\right|$.

Let $\varphi_{0} \in \Delta$. Since $X$ acts transitively on $\mathcal{Q}^{-}$we may assume that

$$
\Phi_{0}(x)=\sum_{i=1}^{m} x_{i} y_{i}+x_{m}^{2}+\alpha y_{m}^{2}
$$

where $\alpha$ is a primitive element of $\mathbb{F}_{4}$.
For any $A \subseteq \Delta$ we have $\bar{\Delta} \subseteq \cap_{\varphi \in A} \Theta(\varphi)$.
By Lemma 5.18, for all $a \in \operatorname{sing}\left(\Phi_{0}\right)$ we have $\operatorname{Tr} \circ \Phi_{a} \in \Delta$. If $\varphi_{c} \in \bar{\Delta}$ then $\Phi_{c} \in \Theta\left(\varphi_{a}\right)$ and therefore by Lemma 5.9 we must have $\Phi_{a}(a+c)=1$. Note that Lemma 5.18 implies $\Phi_{0}(a)=0$ and $\Phi_{0}(c)=1$. Expanding the left hand side using equations 3.1) and 3.10) (the polarisation equation and parametrisation equation) we have

$$
\begin{aligned}
\Phi_{a}(a+c) & =\Phi_{0}(a+c)+\widetilde{B}(a+c, a)^{2} \\
& =\Phi_{0}(a)+\Phi_{0}(c)+\widetilde{B}(a, c)+(\widetilde{B}(a, a)+\widetilde{B}(a, c))^{2} \\
& =0+1+\widetilde{B}(a, c)+(0+\widetilde{B}(a, c))^{2} \\
& =1+\widetilde{B}(a, c)+\widetilde{B}(a, c)^{2} \\
& =1+\operatorname{Tr}(\widetilde{B}(a, c))
\end{aligned}
$$

Therefore we have $\operatorname{Tr}(\widetilde{B}(a, c))=0$, that is, $\widetilde{B}(a, c) \in \mathbb{F}_{2}$. However, if $a \in \operatorname{sing}\left(\Phi_{0}\right)$ then $\Phi_{0}(\lambda a)=$ $\lambda^{2} \Phi_{0}(a)=0$, so $\lambda a \in \operatorname{sing}\left(\Phi_{0}\right)$ for all $\lambda \in \mathbb{F}_{4}$. This implies $\widetilde{B}(a, c)=0$. Note that $A:=\left\{e_{i}, f_{i}\right\}_{i=1}^{m-1} \subset$ $\operatorname{sing}\left(\Phi_{0}\right)$. Therefore if $c=\sum_{i=1}^{m}\left(c_{i} e_{i}+d_{i} f_{i}\right)$ then $\widetilde{B}\left(e_{i}, c\right)=d_{i}=0$ and $\widetilde{B}\left(f_{i}, c\right)=c_{i}=0$ for all $i$ such that $1 \leqslant i \leqslant m-1$. Applying Lemma 5.18 again, we have $\Phi_{0}(c)=c_{m} d_{m}+c_{m}^{2}+\alpha d_{m}^{2}=1$. Using Equation 5.8. from Corollary 5.16 to count the solutions to this equation, we find $\left|\cap_{a \in A \cup\{0\}} \Theta\left(\varphi_{a}\right)\right|=$ $4^{1-1}\left(4^{1}+1\right)=5$. But $|\bar{\Delta}| \geqslant \frac{1}{2}\left|\mathcal{Q}^{-}\left(\mathbb{F}^{4 m}\right)\right|=4^{m-1}\left(4^{m}-1\right)>5$ for all $m \geqslant 2$, a contradiction. Therefore no such $\Delta$ exists.

## Lemma 5.20

Let $V=\mathbb{F}_{2}^{4 m}$. There are no subsets $\Delta \subset \mathcal{Q}^{+}(V)$ such that $X_{\Delta} \leqslant \mathrm{Sp}_{2 m}(4) \rtimes C_{2}$ with $X_{\Delta}$ acting transitively on $\Delta \times \bar{\Delta}$.

Proof. Suppose for the sake of contradiction that $\Delta$ is such a subset. Without loss of generality assume $|\Delta| \leqslant \frac{1}{2}\left|\mathcal{Q}^{+}\right|$. Since $X$ acts transitively on $\mathcal{Q}^{+}$we may assume $\varphi_{0}=\operatorname{Tr} \circ \Phi_{0} \in \Delta$ where

$$
\Phi_{0}(x)=\sum_{i=1}^{m} x_{i} y_{i}
$$

We consider first the case $m>1$ with $\bar{\Delta} \subseteq \theta_{0}$. Let $\alpha$ denote a primitive element of $\mathbb{F}_{4}$ and $A=$ $\left\{e_{m}+f_{m}, \alpha e_{m}+\alpha^{2} f_{m}, \alpha^{2} e_{m}+\alpha f_{m}\right\}$. Note that $\Phi_{0}(a)=1$ for all $a \in A$, therefore Lemma 5.18 tells us $\left\{\varphi_{a} \mid a \in A\right\} \subset \Delta$. If $\varphi_{c} \in \bar{\Delta}$ then necessarily $\varphi_{c} \in \Theta\left(\varphi_{a}\right)$ for all $a \in A$, so $\Phi_{a}(a+c)=0$ by Lemma 5.9. Note that Lemma 5.18 implies $\Phi_{0}(a)=1$ and $\Phi_{0}(c)=0$. Expanding the left hand side with equations (3.1) and (3.10) we have

$$
\begin{aligned}
\Phi_{a}(a+c) & =\Phi_{0}(a+c)+\widetilde{B}(a+c, a)^{2} \\
& =\Phi_{0}(a)+\Phi_{0}(c)+\widetilde{B}(a+c, a)+\widetilde{B}(a, c)^{2} \\
& =1+\operatorname{Tr}(\widetilde{B}(a, c)))
\end{aligned}
$$

therefore we require $\operatorname{Tr}(\widetilde{B}(a, c))=1$, that is, $\widetilde{B}(a, c) \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$. For our particular choice of $A$, this implies
(i) $\widetilde{B}\left(e_{m}+f_{m}, c\right)=c_{m}+d_{m} \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$,
(ii) $\widetilde{B}\left(\alpha e_{m}+\alpha^{2} f_{m}, c\right)=\alpha^{2} c_{m}+\alpha d_{m} \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$, and
(iii) $\widetilde{B}\left(\alpha^{2} e_{m}+\alpha f_{m}, c\right)=\alpha c_{m}+\alpha^{2} d_{m} \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$.

Note that $\left\{\mu+\nu \mid \mu, \nu \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}\right\}=\mathbb{F}_{2}$. Adding requirements (i) and (ii) together we have $c_{m}+d_{m}+$ $\alpha^{2} c_{m}+\alpha d_{m}=\alpha c_{m}+\alpha^{2} d_{m} \in \mathbb{F}_{2}$, which clearly contradicts requirement (iii). Therefore $\cap_{a \in A} \Theta\left(\varphi_{a}\right)=$ $\varnothing$, contradicting $\bar{\Delta} \subseteq \cap_{a \in A} \Theta\left(\varphi_{a}\right)$. Therefore no such $\Delta$ exists.

Suppose now that $m=1$ and $\bar{\Delta} \subset \theta_{1}$. Remark 1.22 implies for any $a \in \operatorname{sing}\left(\Phi_{0}\right)$ we have $\Phi_{a}(a+c)=1$. Expanding the left hand side as with the previous case we find $\widetilde{B}(a, c) \in \mathbb{F}_{2}$. But if $a \in \operatorname{sing}\left(\Phi_{0}\right)$ then $\lambda a \in \operatorname{sing}\left(\varphi_{0}\right)$ for all $\lambda \in \mathbb{F}_{4}$, so $\widetilde{B}(a, c)=0$. Let $c=c_{1} e_{1}+d_{1} f_{1}$. Since $A=\left\{e_{1}, f_{1}\right\} \subset \operatorname{sing}\left(\Phi_{0}\right)$, we have $\widetilde{B}\left(e_{1}, c\right)=d_{1}=0$ and $\widetilde{B}\left(f_{1}, c\right)=c_{1}=0$, a contradiction. Therefore no such $\Delta$ exists in this case.

Let us briefly recall some facts about the field $\mathbb{F}_{8}$. Let $P(\alpha)=\alpha^{3}+\alpha+1$ and recall that $\mathbb{F}_{8}=\mathbb{F}_{2}[\alpha] /\langle P(\alpha)\rangle$. Let $K=\operatorname{ker}(\operatorname{Tr})$ and note that with respect to our choice of characteristic polynomial, $K=\left\{0, \alpha, \alpha^{2}, \alpha^{4}=\alpha^{2}+\alpha\right\}$. Since $\operatorname{Tr}: \mathbb{F}_{8} \rightarrow \mathbb{F}_{2}$ is a homomorphism of $\mathbb{F}_{2}$-vector spaces, $K$ is the kernel of a homomorphism and is therefore closed under addition. It is not closed under scalar multiplication over $\mathbb{F}_{8}$. The next Lemma demonstrates shows that no strongly incidence-transitive codes with $X_{\Delta} \leqslant \operatorname{Sp}_{2 m}(8) \rtimes C_{3}$ exist for $m \geqslant 2$.

## Lemma 5.21

Let $V=\mathbb{F}_{2}^{6 m}$ with $m \geqslant 2$. There is no subset $\Delta \subset \mathcal{Q}^{\varepsilon}(V)$ such that $X_{\Delta} \leqslant \operatorname{Sp}_{2 m}(8) \rtimes C_{3}$ with $X_{\Delta}$ acting transitively on $\Delta \times \bar{\Delta}$.

Proof. Suppose for the sake of contradiction that $\Delta$ is such a subset and let $\varphi_{0} \in \Delta$. Further, we may assume that $|\Delta| \leqslant \frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|$. By Remark 1.22 , for any subset $A \subseteq \Delta$ we have $\bar{\Delta} \subseteq \cap_{\varphi \in A} \Theta(\varphi)$. Since $X$ acts transitively on $\mathcal{Q}^{\varepsilon}$ we may assume without loss of generality that $\varphi_{0}=\operatorname{Tr} \circ \Phi_{0}^{\varepsilon}$, where

$$
\begin{aligned}
\Phi_{0}^{+}(x) & =\sum_{i=1}^{m} x_{i} y_{i} \\
\Phi_{0}^{-}(x) & =\sum_{i=1}^{m} x_{i} y_{i}+x_{m}^{2}+\alpha y_{m}^{2}
\end{aligned}
$$

If $a \in \operatorname{sing}\left(\Phi_{0}\right)$ then $\lambda a \in \operatorname{sing}\left(\Phi_{0}\right)$ for all $\lambda \in \mathbb{F}_{8}$. By Remark 1.22 and Lemma 5.18 if $\operatorname{Tr} \circ \Phi_{c} \in \bar{\Delta}$ then $\Phi_{\lambda a}(\lambda a+c) \in K$ for all $\lambda \in \mathbb{F}_{8}$. Note that Lemma 5.18 implies $\Phi_{0}(a)=0$ and $\Phi_{0}(c)=1$. Expanding the left hand side using equations (3.1) and (3.10) we have

$$
\begin{aligned}
\Phi_{\lambda a}(\lambda a+c) & =\Phi_{0}(\lambda a+c)+\widetilde{B}(\lambda a+c, \lambda a)^{2} \\
& =\lambda^{2} \Phi_{0}(a)+\Phi_{0}(c)+\widetilde{B}(\lambda a+c, \lambda a)+\widetilde{B}(a, \lambda c)^{2} \\
& =\Phi_{0}(c)+\lambda \widetilde{B}(a, c)+\lambda^{2} \widetilde{B}(a, c)^{2}
\end{aligned}
$$

and therefore we arrive at the following condition

$$
\begin{equation*}
\Phi_{0}(c)+\lambda \widetilde{B}(a, c)+\lambda^{2} \widetilde{B}(\lambda a, c)^{2} \in K \text { for all } \lambda \in \mathbb{F}_{8} \tag{5.9}
\end{equation*}
$$

Note that $K=\left\{0, \alpha, \alpha^{2}, \alpha^{2}+\alpha\right\}$ is closed under addition. Since $\Phi_{0}(c) \in K$, Equation (5.9) implies the weaker condition

$$
\begin{equation*}
\lambda \widetilde{B}(a, c)+\lambda^{2} \widetilde{B}(a, c)^{2} \in K \text { for all } \lambda \in \mathbb{F}_{8} \tag{5.10}
\end{equation*}
$$

Taking $\lambda=1$ in Equation 5.10 we see that $\widetilde{B}(a, c)+\widetilde{B}(a, c)^{2} \in K$. Since $K$ is closed under addition we see that either $\widetilde{B}(a, c) \in K$ or $\widetilde{B}(a, c)=1$. If $\widetilde{B}(a, c)=1$ then choosing $\lambda \notin K \cup\{1\}$ in Equation 5.10), we find $\lambda+\lambda^{2} \notin K$, a contradiction. So $\widetilde{B}(a, c) \neq 1$. On the other hand if $\widetilde{B}(a, c)=\alpha^{i} \in K^{\#}$ then we take $\lambda=\alpha^{3-i}$ so that equation 5.10 gives $\alpha^{3}+\alpha^{6} \notin K$. Therefore $\widetilde{B}(a, c) \notin K^{\#}$. The only remaining possibility is $\widetilde{B}(a, c)=0$. Let $c=\sum_{i=1}^{m}\left(c_{i} e_{i}+d_{i} f_{i}\right)$. We now consider the cases $\varepsilon=+$ and $\varepsilon=-$ separately.

If $\varepsilon=+$ then the basis vectors $\left\{e_{i}, f_{i}\right\}_{i=1}^{m}$ for $W=\mathbb{F}_{8}^{2 m}$ lie in $\operatorname{sing}\left(\Phi_{0}\right)$. Then taking $a=e_{i}$ or $f_{i}$ in turn and imposing the conditions $\widetilde{B}\left(e_{i}, c\right)=d_{i}=0$ and $\widetilde{B}\left(f_{i}, c\right)=c_{i}=0$ implied by equation 5.10. we see that $c=0$, a contradiction.

If $\varepsilon=-$ then the vectors $\left\{e_{i}, f_{i}\right\}_{i=1}^{m-1}$ lie in $\operatorname{sing}\left(\Phi_{0}\right)$. Then taking $a=e_{i}$ or $f_{i}$ in turn and imposing the conditions $\widetilde{B}\left(e_{i}, c\right)=d_{i}=0$ and $\widetilde{B}\left(f_{i}, c\right)=c_{i}=0$ implied by Equation 5.10, we see that $c=c_{m} e_{m}+d_{m} f_{m}$. Further imposing $\Phi_{0}(c)=c_{m} d_{m}+c_{m}^{2}+\alpha d_{m}^{2}=0$ we find using Equation (5.6) from Corollary 5.16 that $\left|\cap_{a \in A \cup\{0\}} \Theta\left(\varphi_{a}\right)\right|=\left(4^{1-1}-1\right)\left(4^{1}+1\right)=0$, a contradiction to $|\bar{\Delta}| \geqslant \frac{1}{2}\left|\mathcal{Q}^{-}\right|$.

Therefore, there is no subset $\Delta \subset \mathcal{Q}^{\varepsilon}(V)$ such that $X_{\Delta} \leqslant \operatorname{Sp}_{2 m}(8) \rtimes C_{3}$ with $X \Delta$ acting transitively on $\Delta \times \bar{\Delta}$.

We finish this section by tying up loose ends associated with two special cases: the groups $\operatorname{Sp}_{2}(4) \rtimes$ $C_{2}<\operatorname{Sp}_{4}(2)$ and $\mathrm{Sp}_{2}(8) \rtimes C_{3}<\mathrm{Sp}_{6}(2)$ acting on elliptic quadratic forms. Since an elliptic form on a two-dimensional space has no non-zero singular vectors, these groups act 2-transitively on $\mathcal{Q}^{-}(V)$.

## Lemma 5.22

Suppose $\Delta \subset \mathcal{Q}^{-}$and $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$ where either
(i) $V=\mathbb{F}_{2}^{4}$ and $X_{\Delta}<\mathrm{Sp}_{2}(4) \rtimes C_{2}$, or
(ii) $V=\mathbb{F}_{2}^{6}$ and $X_{\Delta}<\operatorname{Sp}_{2}(8) \rtimes C_{3}$.

In case (i), $X_{\Delta}$ is reducible. In case (ii), no $\Delta$ with these properties exists.

Proof. In case (i) $\left|\mathcal{Q}^{-}\right|=6$ so without loss of generality $|\Delta| \leqslant 3$. But by Lemma 5.1, if $X_{\Delta}$ acts irreducibly on $V$ then $|\Delta| \geqslant 2 n+1=5$. Therefore any examples arising in case (i) are reducible.

In case (ii) $\left|\mathcal{Q}^{-}\right|=28$ and $X_{\Delta}$ is irreducible so by Lemma 5.1 we may assume $7 \leqslant|\Delta| \leqslant 14$. Since $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$ we must have $\left|X_{\Delta}\right| \geqslant 8 \times(28-7)=147$. Using the GAP command 'ConjugacyClassesMaximalSubgroups' and comparing the output with Table 8.1 in $\mathbf{3 9}$, every maximal subgroup of $G$ is conjugate to one of $\left\{\operatorname{Sp}_{2}(8),\left(\mathbb{F}_{2}^{3} \rtimes C_{7}\right) \rtimes C_{3}, D_{14} \rtimes C_{3}, D_{18} \rtimes C_{3}\right\}$. Since $\left|D_{14} \rtimes C_{3}\right|=42$ and $\left|D_{18} \rtimes C_{3}\right|=54$ are both less than 147 , while $\operatorname{Sp}_{2}(8)$ and $\left(\mathbb{F}_{2}^{3} \rtimes C_{7}\right) \rtimes C_{3}$ are transitive on $\mathcal{Q}^{-}$, Lemma 1.17 implies $X_{\Delta}$ must be contained in a subgroup of either $\mathrm{Sp}_{2}(8)$ or $\left(\mathbb{F}_{2}^{3} \rtimes C_{7}\right) \rtimes C_{3}$. The maximal subgroups of $\operatorname{Sp}_{2}(8)$ and $\left(\mathbb{F}_{2}^{3} \rtimes C_{7}\right) \rtimes C_{3}$ are given by $M_{1}=\left\{\mathbb{F}_{2}^{3} \rtimes C_{7}, D_{14}, D_{18}\right\}$ and $M_{2}=\left\{\mathbb{F}_{2}^{3} \rtimes C_{7}, C_{7} \rtimes C_{3}, C_{2} \times A_{4}\right\}$, respectively. Every group in $M_{1} \cup M_{2}$ has order less than 147, therefore no such $\Delta$ exists.

Combining the results of Lemmas $5.19,5.20,5.21$ and 5.22 we arrive at the following conclusion.

## Lemma 5.23

Let $\Gamma$ be an $X$-strongly incidence-transitive code in $J\left(\mathcal{Q}^{\varepsilon}, k\right)$. If $\Delta \subset \mathcal{Q}^{\varepsilon}\left(\mathbb{F}_{2}^{2 m b}\right)$ is a codeword with $X_{\Delta} \leqslant \mathrm{Sp}_{2 m}\left(2^{b}\right) \rtimes C_{b}$ then $X_{\Delta}$ is reducible and therefore $\Gamma$ corresponds to one of the codes classified in Chapter 4

### 5.3. Classical subgroups

Recall that $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ denotes a symplectic space with $n \geqslant 3$ and $X$ denotes the isometry group of $V$. We fix a symplectic basis $\left\{e_{i}, f_{i} \mid 1 \leqslant i \leqslant n\right\}$ for $V$ throughout Section 5.3 . Since $X$ acts 2-transitively on $\mathcal{Q}^{\varepsilon}$ for each $\epsilon \in\{+,-\}$, its action is primitive and the point stabilisers in the JordanSteiner actions are maximal subgroups of $X$ isomorphic to $\mathrm{GO}_{2 n}^{ \pm}(2)$. Due to [38, Chapter 3] we know these are the only maximal $\mathcal{C}_{8}$-subgroups of $\operatorname{Sp}_{2 n}(2)$. Suppose $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ is an $X$-strongly incidencetransitive code and let $\Delta$ be a codeword. If $X_{\Delta} \leqslant \mathrm{GO}_{2 n}^{\varepsilon}(2)$ then by definition $X_{\Delta}$ fixes an element of $\mathcal{Q}^{\varepsilon}$, which is possible if and only if $k=1$ or $\left|\mathcal{Q}^{\varepsilon}\right|-1$. Therefore we only consider the case $\Delta \subset \mathcal{Q}^{\varepsilon}$ and $X_{\Delta} \leqslant \mathrm{GO}_{2 n}^{-\varepsilon}(2)$. The results in Sections 1.1 and 3.4.2(e) of [35] show that $\mathrm{GO}_{2 n}^{-\varepsilon}(2)$ acts transitively on $\mathcal{Q}^{\varepsilon}$ for each $\epsilon \in\{+,-\}$; see line 6 of the PSp component of [35, Table 1]. We begin by calculating the $G_{\phi^{\prime}}$-orbits in $\operatorname{sing}(\phi)$ for $\phi \in \mathcal{Q}^{\epsilon}$.

## Lemma 5.24

Let $\varphi \in \mathcal{Q}^{\varepsilon}, \psi \in \mathcal{Q}^{-\varepsilon}$ and $G=X_{\psi}$. Then the $G_{\varphi}$-orbits in $\operatorname{sing}(\varphi)$ are $\{0\}, S_{0}$ and $S_{1}$, where

$$
\begin{aligned}
& S_{0}=\{x \in \operatorname{sing}(\varphi) \backslash\{0\} \mid x \in \operatorname{sing}(\psi)\}, \\
& S_{1}=\{x \in \operatorname{sing}(\varphi) \backslash\{0\} \mid x \notin \operatorname{sing}(\psi)\}
\end{aligned}
$$

Proof. By definition $\psi$ and $\varphi$ are fixed by $G_{\varphi}$ and therefore $S_{0}$ and $S_{1}$ are invariant under the action of $G_{\varphi}$. Since $X$ acts transitively on $\mathcal{Q}^{\varepsilon}$ and $X_{\varphi}$ acts transitively on $\mathcal{Q}^{-\varepsilon}$, we may assume that for all $x=\sum_{i=1}^{n}\left(x_{i} e_{i}+y_{i} f_{i}\right) \in V$ we have

$$
\begin{align*}
& \varphi(x)= \begin{cases}\sum_{i=1}^{n} x_{i} y_{i} & \text { if } \varepsilon=+ \\
\sum_{i=1}^{n} x_{i} y_{i}+x_{n}^{2}+y_{n}^{2} & \text { if } \varepsilon=-\end{cases}  \tag{5.11}\\
& \psi(x)= \begin{cases}\sum_{i=1}^{n} x_{i} y_{i}+x_{n}^{2}+y_{n}^{2} & \text { if } \varepsilon=+ \\
\sum_{i=1}^{n} x_{i} y_{i} & \text { if } \varepsilon=-\end{cases} \tag{5.12}
\end{align*}
$$

Then $\psi(x)=\varphi(x)+B(x, w)$ with $w=e_{n}+f_{n}$. Note that for all $x \in \operatorname{sing}(\varphi) \backslash\{0\}$ and $\beta \in \mathbb{F}_{2}$, $x \in S_{\beta}$ if and only if $B(x, w)=\beta$.

Let $U=\oplus_{i=1}^{n-1}\left\langle e_{i}, f_{i}\right\rangle$ and note that $\left(U,\left.\varphi\right|_{U}\right)=\left(U,\left.\psi\right|_{U}\right)$ is a hyperbolic quadratic space of dimension $2(n-1)$. Let $L$ denote the subgroup of $G_{\varphi}$ fixing the subspace $\left\langle e_{n}, f_{n}\right\rangle$ pointwise. If $g \in X$ fixes $\left\langle e_{n}, f_{n}\right\rangle$ pointwise then $g \in L$ if and only if $g$ is an isometry of $\left.\varphi\right|_{U}=\left.\psi\right|_{U}$ on $U$. Therefore $L \cong \mathrm{GO}_{2 n-2}^{+}(2)$.

We claim that $G_{\varphi}$ acts transitively on $S_{0}$. If $c \in S_{0}$ then we may write $c=\sum_{i=1}^{n-1}\left(c_{i} e_{i}+d_{i} f_{i}\right)+\alpha w$. Let $(u, v)=\left(e_{1}, e_{1}+f_{1}+w\right)$ and note that $u, v \in S_{0}$ for both values of $\varepsilon$. To prove our claim, it is sufficient to show that $u$ and $v$ lie in the same $G_{\phi}$-orbit, and that $c$ lies in the same $G_{\phi}$-orbit as at least one of $u$ or $v$. First we show that there exists $g \in G_{\phi}$ such that $u g=v$. Define a mapping $g: V \rightarrow V$ which fixes the subspace $\oplus_{i=2}^{n-1}\left\langle e_{i}, f_{i}\right\rangle$ pointwise and permutes vectors of the form $x=x_{1} e_{1}+y_{1} f_{1}+x_{n} e_{n}+y_{n} f_{n}$ according to the equation

$$
\begin{equation*}
x g=x_{1} e_{1}+\left(x_{1}+y_{1}+x_{n}+y_{n}\right) f_{1}+\left(x_{1}+x_{n}\right) e_{n}+\left(x_{1}+y_{n}\right) f_{n} \tag{5.13}
\end{equation*}
$$

Let us verify that $g \in G_{\varphi}$. Indeed, setting $\phi^{\prime}(x)=\sum_{i=1}^{n} x_{i} y_{i}$ we have

$$
\begin{align*}
\phi^{\prime}(x g) & =x_{1}\left(x_{1}+y_{1}+x_{n}+y_{n}\right)+\left(x_{1}+x_{n}\right)\left(x_{1}+y_{n}\right)  \tag{5.14}\\
& =x_{1}+x_{1} y_{1}+x_{1} x_{n}+x_{1} y_{n}+x_{1}+x_{1} x_{n}+x_{1} y_{n}+x_{n} y_{n} \\
& =x_{1} y_{1}+x_{n} y_{n} \\
& =\varphi^{\prime}(x) .
\end{align*}
$$

Therefore Equation (5.14) implies $g \in X_{\phi^{\prime}}$. Setting $x_{1}=y_{1}=0$ and $x_{n}=y_{n}=1$ in Equation 5.13) implies $w g=w$ so $g \in X_{w}$. Since $\psi(x)=\phi(x)+B(x, w)$ for all $x \in V$, the previous two sentences show that $g \in G_{\phi}$. Since $g \in G_{\phi}$ and $e_{1} g=e_{1}+f_{1}+w$, we observe that $e_{1}$ and $e_{1}+f_{1}+w$ are contained in the same $G_{\phi}$-orbit. Therefore to show that $G_{\phi}$ is transitive on $S_{0}$ it is sufficient to demonstrate that $c$ is contained in the same $G_{\phi}$-orbit as either $e_{1}$ or $e_{1}+f_{1}+w$. If $\alpha=0$ then $c, e_{1} \in \operatorname{sing}\left(\left.\varphi\right|_{U}\right) \cap U$ so $\left.\varphi\right|_{U}(c)=\left.\varphi\right|_{U}\left(e_{1}\right)$. Therefore there exists an element $h \in L$ mapping $e_{1}$ to $c$ which, by Witt's Theorem, extends to an isometry on $V$. Similarly, if $\alpha=1$ then there exists an element $h^{\prime} \in L$ mapping $e_{1}+f_{1}+w$
to $c$ which, by Witt's Theorem, extends to an isometry on $V$. Therefore $c$ lies in the same $G_{\phi}$-orbit as either $e_{1}, e_{1}+f_{1}+w$ and therefore $G_{\varphi}$ acts transitively on $S_{0}$.

Next we claim that $G_{\phi}$ acts transitively on $S_{1}$. If $c \in S_{1}$ then we may write $c=\sum_{i=1}^{n-1}\left(c_{i} e_{i}+\right.$ $\left.d_{i} f_{i}\right)+\alpha e_{n}+(\alpha+1) f_{n}$ for some $\alpha \in \mathbb{F}_{2}$. Let $(u, v)=\left(e_{1}+e_{n}, e_{1}+f_{n}\right)$ if $\epsilon=+$ and $(u, v)=$ $\left(e_{1}+f_{1}+e_{n}, e_{1}+f_{1}+f_{n}\right)$ if $\epsilon=-$. Note that $u, v \in S_{1}$ and therefore to show that $G_{\phi}$ is transitive on $S_{1}$ it is sufficient to show that $u$ and $v$ lie in the same $G_{\phi}$-orbit, and that $c$ lies in the same $G_{\phi}$-orbit as at least one of $u$ or $v$. Define a map $g: V \rightarrow V$ which swaps $e_{n}$ and $f_{n}$ while fixing the subspace $U=\oplus_{i=1}^{n-1}\left\langle e_{i}, f_{i}\right\rangle$ pointwise. Clearly $g \in G_{\varphi}$ and for either $\epsilon \in\{+,-\}$ we have $u g=v$. Moreover, we have $\left(U,\left.\phi\right|_{U}\right)=\left(U,\left.\psi\right|_{U}\right)$. If $\alpha=1$ then there exists an element $h \in L$ mapping $u$ to $c$ which, by Witt's Theorem, extends to an isometry on $V$. If $\alpha=0$ then there exists an element $h^{\prime} \in L$ mapping $v$ to $c$ which, by Witt's Theorem, extends to an isometry on $V$. This proves our claim that $G_{\phi}$ is transitive on $S_{1}$.

Therefore the sets $S_{0}$ and $S_{1}$ are $G_{\phi}$-orbits.

## Corollary 5.25

Let $\varphi_{0} \in \mathcal{Q}^{\varepsilon}, \psi \in \mathcal{Q}^{-\varepsilon}$. The orbits of $G_{\varphi_{0}}$ in $\mathcal{Q}^{\varepsilon} \backslash\left\{\varphi_{0}\right\}$ are

$$
\begin{aligned}
\theta_{0} & =\left\{\varphi_{c} \in \mathcal{Q}^{\varepsilon} \mid c \in S_{0}\right\} \\
\theta_{1} & =\left\{\varphi_{c} \in \mathcal{Q}^{\varepsilon} \mid c \in S_{1}\right\}
\end{aligned}
$$

Proof. By Lemma 3.9, the action of $G_{\varphi_{0}}$ on $\mathcal{Q}^{\varepsilon}$ is permutationally isomorphic to the action of $G_{\varphi_{0}}$ on $\operatorname{sing}\left(\varphi_{0}\right)$. Therefore Lemma 5.24 implies that the orbits of $G_{\varphi_{0}}$ in $\mathcal{Q}^{\varepsilon} \backslash\left\{\varphi_{0}\right\}$ are as stated above.

## Lemma 5.26

Let $G=\mathrm{GO}_{2 n}^{-\varepsilon}(2)$ with $n \geqslant 3$ and suppose $\Delta \in\binom{\mathcal{Q}^{\varepsilon}}{k}$ with $k \leqslant \frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|$ and $X_{\Delta} \leqslant G$. If $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$ then for all $\varphi_{0} \in \Delta$ we have

$$
\bar{\Delta} \subseteq \begin{cases}\theta_{1} & \text { if } \varepsilon=+  \tag{5.15}\\ \theta_{0} & \text { if } \varepsilon=-\end{cases}
$$

Proof. We assume $n \geqslant 3$ on account of Lemma 5.1. Let $\varphi_{0} \in \Delta$ and denote by $\psi$ the quadratic form fixed by $G$. By Lemma 3.13 we have $\left|\operatorname{sing}(\psi) \cap \operatorname{sing}\left(\varphi_{0}\right)\right|=2^{2(n-1)}$, so $\left|\theta_{0}\right|=2^{2(n-1)}-1$ and

$$
\begin{aligned}
\frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|-\left|\theta_{0}\right| & =2^{n-2}\left(2^{n}+\varepsilon\right)-\left(2^{2(n-1)}-1\right) \\
& =1+\varepsilon 2^{n-2}
\end{aligned}
$$

Therefore $\left|\theta_{0}\right|<\frac{1}{2}\left|\mathcal{Q}^{+}\right|$for all $n \geqslant 3$ while $\left|\theta_{0}\right|>\frac{1}{2}\left|\mathcal{Q}^{-}\right|$for all $n \geqslant 3$. Since $\bar{\Delta}$ is an $X_{\Delta, \varphi_{0}}$-orbit and $X_{\Delta} \leqslant G$, it follows that $\bar{\Delta}$ must be contained in an $G_{\varphi_{0}}$-orbit. The assumption $|\Delta| \leqslant \frac{1}{2}\left|\mathcal{Q}^{\varepsilon}\right|$ then implies $\bar{\Delta}$ satisfies Equation 5.15.

Lemma 5.26 enables us to apply Remark 1.22 . Recall that for each $\varphi \in \Delta$ there exists a unique $G_{\varphi}$-orbit in $\mathcal{Q}^{\varepsilon}$ containing $\bar{\Delta}$ which we denote by $\Theta(\varphi)$.

## Lemma 5.27

For $n \geqslant 3$ there exists no proper subset $\Delta \subset \mathcal{Q}^{+}$such that $X_{\Delta} \leqslant \mathrm{GO}_{2 n}^{-}(2)$ with $X_{\Delta}$ acting irreducibly on $V=\mathbb{F}_{2}^{2 n}$ and transitively on $\Delta \times \bar{\Delta}$.

Proof. By Lemma 5.26, $\bar{\Delta} \subseteq \theta_{1}$. Let $\varphi_{0}(x)=\sum_{i=1}^{n} x_{i} y_{i}, w=e_{n}+f_{n}, \psi(x)=\varphi_{0}(x)+B(x, w)$ and $G=X_{\psi} \cong \mathrm{GO}_{2 n}^{-}(2)$. From [35, Table 1] we have that $G$ is transitive on $\mathcal{Q}^{+}$so we may assume $\varphi_{0} \in \Delta$. Let $A=\left\{e_{i}, f_{i} \mid 1 \leqslant i \leqslant n-1\right\}$. For all $a \in A$ we have $\varphi_{0}(a)=\psi(a)=0$, therefore Lemma 5.26 implies $\left\{\varphi_{a} \in \mathcal{Q}^{\varepsilon} \mid a \in A\right\} \subseteq \Delta$. Let $c=\sum_{i=1}^{n}\left(c_{i} e_{i}+d_{i} f_{i}\right)$. If $\varphi \in \bar{\Delta}$ with $\varphi_{0}(x)+\varphi(x)=B(x, c)$ then Remark 1.22 implies $\varphi \in \Theta\left(\varphi_{0}\right)$, and so Lemma 5.26 implies that $\psi(c)=B(c, w)=c_{n}+d_{n}=1$ is a necessary condition on $c$. Moreover, for all $a \in A$ and $\varphi_{c} \in \bar{\Delta}$ we have $\varphi_{a}(x)+\varphi_{c}(x)=B(x, a+c)$. Remark 1.22 implies $\varphi_{c} \in \Theta\left(\varphi_{a}\right)$, and so Lemma 5.26 implies

$$
\begin{equation*}
\psi(a+c)=1 \text { for all } a \in A \tag{5.16}
\end{equation*}
$$

We may expand the left hand side of Equation 5.16 as follows

$$
\begin{align*}
\psi(a+c) & =\varphi_{0}(a+c)+B(a+c, w) \\
& =\varphi_{0}(a)+\varphi_{0}(c)+B(a, c)+B(a, w)+B(c, w)  \tag{5.17}\\
& =B(a, c)+B(a, w)+B(c, w)
\end{align*}
$$

Adding Equation (5.16 to 5.17) and rearranging we find

$$
\begin{equation*}
B(a, c)+B(a, w)+B(c, w)=1 \text { for all } a \in A \tag{5.18}
\end{equation*}
$$

Noting that $B\left(e_{i}, c\right)=d_{i}, B\left(f_{i}, c\right)=c_{i}, B(a, w)=0$ and $B(c, w)=c_{n}+d_{n}$, we may apply Equation (5.18) to the elements of $A$ and obtain

$$
\begin{aligned}
& c_{i}+c_{n}+d_{n}=1 \\
& d_{i}+c_{n}+d_{n}=1
\end{aligned}
$$

for all $1 \leqslant i \leqslant n-1$. Therefore $c_{i}=d_{i}=c_{n}+d_{n}+1$ for all $1 \leqslant i \leqslant n-1$. We see therefore that for $n \geqslant 3$, if $\varphi_{c} \in \cap_{a \in A \cup\{0\}} \Theta\left(\varphi_{a}\right)$ then $c=c_{n} e_{n}+d_{n} f_{n}+\left(c_{n}+d_{n}+1\right) \sum_{i=1}^{n-1}\left(e_{i}+f_{i}\right)$ for some $c_{n}, d_{n} \in \mathbb{F}_{2}$ with $c_{n} \neq d_{n}$. Therefore

$$
|\bar{\Delta}| \leqslant\left|\cap_{a \in A \cup\{0\}} \Theta\left(\varphi_{a}\right)\right| \leqslant 2 .
$$

This contradicts the assumption $|\bar{\Delta}| \geqslant \frac{1}{2}\left|\mathcal{Q}^{+}\right|$, therefore no such $\Delta$ exists.

## Lemma 5.28

For $n \geqslant 3$ there exists no proper subset $\Delta \subset \mathcal{Q}^{-}$such that $X_{\Delta} \leqslant \mathrm{GO}_{2 n}^{+}(2)$ with $X_{\Delta}$ acting irreducibly on $V=\mathbb{F}_{2}^{2 n}$ and transitively on $\Delta \times \bar{\Delta}$.

Proof. By Lemma 5.26, $\bar{\Delta} \subseteq \theta_{0}$. Let $\varphi_{0}(x)=\sum_{i=1}^{n} x_{i} y_{i}+x_{n}+y_{n}$ and $G=X_{\psi} \cong \mathrm{GO}_{2 n}^{+}(2)$ where $\psi(x)=\sum_{i=1}^{n} x_{i} y_{i}$. From [35, Table 1] we have that $G$ is transitive on $\mathcal{Q}^{-}$so we may assume $\varphi_{0} \in \Delta$. For all $x \in V, \psi(x)=\varphi_{0}(x)+B(x, w)$, where $w=e_{n}+f_{n}$. Let $A=\left\{e_{i}+f_{i}+e_{n} \mid 1 \leqslant i \leqslant n-1\right\}$. For all $a \in A$ we have $\varphi_{0}(a)=0$ and $\psi(a)=1$, therefore Lemma 5.26 implies $\phi_{a} \in \Delta$ for all $a \in A$.

Let $c=\sum_{i=1}^{n}\left(c_{i} e_{i}+d_{i} f_{i}\right)$. Suppose $\varphi \in \bar{\Delta}$ with $\varphi_{0}(x)+\varphi(x)=B(x, c)$. Then for all $a \in A$ we have $\varphi_{a}(x)+\varphi_{c}(x)=B(x, a+c)$. Therefore Remark 1.22 and Lemma 5.26 imply

$$
\begin{equation*}
\psi(c)=B(c, w)=c_{n}+d_{n}=0 \tag{5.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(a+c)=0 \text { for all } a \in A \tag{5.20}
\end{equation*}
$$

Expanding the left hand side of Equation (5.20) we have

$$
\begin{aligned}
\psi(a+c) & =\varphi_{0}(a+c)+B(a+c, w) \\
& =\varphi_{0}(a)+\varphi_{0}(c)+B(a, c)+B(a, w)+B(c, w) \\
& =B(a, c)+B(a, w)+B(c, w)
\end{aligned}
$$

and therefore if $\varphi_{c} \in \bar{\Delta}$ we must have

$$
\begin{equation*}
B(a, c)+B(a, w)+B(c, w)=0 \text { for all } a \in A \tag{5.21}
\end{equation*}
$$

Noting that

$$
\begin{aligned}
B(c, w) & =c_{n}+d_{n} \\
B\left(e_{i}+f_{i}+e_{n}, c\right) & =c_{i}+d_{i}+d_{n} \\
B\left(e_{i}+f_{i}+e_{n}, w\right) & =1
\end{aligned}
$$

we apply Equation 5.21 to the elements of A and obtain

$$
\begin{equation*}
c_{i}+d_{i}+c_{n}+1=0 \tag{5.22}
\end{equation*}
$$

for $1 \leqslant i \leqslant n-1$. Therefore $d_{i}=c_{i}+c_{n}+1$ for all $1 \leqslant i \leqslant n-1$. Therefore $|\bar{\Delta}| \leqslant\left|\cap_{a \in A \cup\{0\}} \Theta\left(\varphi_{a}\right)\right| \leqslant 2^{n}$. But if $n \geqslant 3$ then $2^{n}-2^{n-2}\left(2^{n}-1\right)=2^{n-2}\left(5-2^{n}\right)<0$, a contradiction to the assumption $|\bar{\Delta}| \geqslant \frac{1}{2}\left|\mathcal{Q}^{-}\right|$. Therefore no such $\bar{\Delta}$ exists for $n \geqslant 3$.

Combining the results of Lemma 5.27 and Lemma 5.28 we arrive at the following.

## Theorem 5.29

Let $V=\mathbb{F}_{2}^{2 n}$. There exists no subset $\Delta \subset \mathcal{Q}^{\varepsilon}$ such that $X_{\Delta} \leqslant \mathrm{GO}_{2 n}^{-\varepsilon}(2)$ acts transitively on $\Delta \times \bar{\Delta}$ and irreducibly on $V$.

### 5.4. Fully deleted permutation modules

Let $X=\operatorname{Sp}_{2 n}$ (2) in either of its doubly-transitive actions of degree $2^{2 n-1} \pm 2^{n-1}$. In Section 5.4 we study $X$-strongly incidence-transitive codes $\Gamma \subset\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ where, for $\Delta \in \Gamma, X_{\Delta}$ acts on $V$ as a fully deleted permutation module for a symmetric or alternating group. Technically, these are subgroups of Aschbacher type $\mathcal{C}_{9}$, but the mathematics of Section 5.4 fits naturally within Chapter 5 We begin with a description of the fully deleted permutation modules which follows [38, Section 5.3]. Let $m \geqslant 5$ and denote by $W$ the vector space $\mathbb{F}_{2}^{m}$ with ordered basis $\mathscr{B}=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$. For all $\sigma \in S_{m}$ and for
all $x=\sum_{i=1}^{m} x_{i} e_{i} \in V$ we define

$$
\begin{equation*}
x \sigma=\sum_{i=1}^{m} x_{i \sigma^{-1}} e_{i} . \tag{5.23}
\end{equation*}
$$

Equation 5.23 defines a group action of $S_{m}$ on $W$. The $\mathbb{F}_{2} G$-module $W$ is called the permutation module for $G$. Let $x=\sum_{i=1}^{m} x_{i} e_{i}$ and $y=\sum_{i=1}^{m} y_{i} e_{i}$. We equip $W$ with a $G$-invariant symmetric bilinear form $\widetilde{B}: W \times W \rightarrow \mathbb{F}_{2}$ defined by

$$
\widetilde{B}(x, y)=\sum_{i=1}^{m} x_{i} y_{i}
$$

The weight of a vector $x=\sum_{i=1}^{m} x_{i} e_{i}$ is defined to be the number of indices $i$ such that $x_{i} \neq 0$. We denote the weight of $x$ by $\operatorname{wt}(x)$. The action defined by Equation 5.23) is clearly weight preserving. Let $\mathbf{j}=\sum_{i=1}^{m} e_{i}$ and let $A=\{x \in W \mid B(x, \mathbf{j})=0\}$ be the subspace of even-weight vectors in $W$. Then $A^{\perp}=\left\{\alpha \mathbf{j} \mid \alpha \in \mathbb{F}_{2}\right\}$. By [38, Lemma 5.3.4], $A$ and $A^{\perp}$ are the only proper, nontrivial $G$-invariant subspaces of $W$. The restriction of $\widetilde{B}$ to $A$ is an alternating bilinear form with radical $A \cap A^{\perp}$. We define a $\mathbb{F}_{2} G$-module $V$ by

$$
V=A /\left(A \cap A^{\perp}\right)
$$

This is is known as the fully deleted permutation module for $G$. We note that $A \cap A^{\perp}$ is nontrivial if and only if $A^{\perp} \leqslant A$, which occurs if and only if $m$ is even. It follows that

$$
\operatorname{dim}(V)=\left\{\begin{array}{lll}
m-2 & \text { if } & m \text { is even } \\
m-1 & \text { if } & m \text { is odd }
\end{array}\right.
$$

Following Lemma 3.3, we define a symplectic form $B: V \times V \rightarrow \mathbb{F}_{2}$ by

$$
B\left(x+A \cap A^{\perp}, y+A \cap A^{\perp}\right)=\widetilde{B}(x, y)
$$

The action of $G$ on $V$ is faithful, absolutely irreducible and preserves the symplectic form $B$.

Lemma 5.30 ([38], pg. 187)
Let $m$ be an integer with $m \geqslant 5$. The function $\Phi: A \rightarrow \mathbb{F}_{2}$ defined by

$$
\Phi(x)=\left\{\begin{array}{llll}
0 & \text { if } & \mathrm{wt}(x) \equiv 0 & \bmod 4  \tag{5.24}\\
1 & \text { if } & \mathrm{wt}(x) \equiv 2 & \bmod 4
\end{array}\right.
$$

is a quadratic form on $A$ which polarises to $\widetilde{B}$. Moreover, $\Phi$ is invariant under the action of $G=S_{m}$ on $A$ defined by Equation 5.23).

If $m$ is odd then $V \cong A$ and if $m$ is even then $V \cong A / A^{\perp}$, In either case $\Phi$, as defined in Lemma 5.30, is a $G$ invariant quadratic form on $A$. Moreover, if $m$ is even then for each $2 n$-dimensional subspace $U$ of $A$ which does not contain $A^{\perp}$, Lemma 3.8 implies $\left.\Phi \circ \pi\right|_{U} ^{-1}$ is a quadratic form on $V$ which polarises to $B$, where $\pi$ denotes the natural projection map from $A$ to $A / A^{\perp}$. We investigate this process in more detail in Lemma 5.32, but first we note the following embeddings.

Lemma 5.31 ( $\mathbf{3 8}$, pg. 187)
Let $m$ be an integer with $m \geqslant 5$ and consider the action of $G=S_{m}$ on $A$ defined by Equation 5.23)
along with the induced action on $V$. Then $G$ is fixed point free on $\mathcal{Q}(V)$ if and only if $m \equiv 2 \bmod 4$. In particular, if $m \not \equiv 2 \bmod 4$ then we have the following embeddings of $G$ into an orthogonal group:

$$
\begin{gathered}
S_{2 n+2} \leqslant \begin{cases}\mathrm{GO}_{2 n}^{-}(2) & \text { if } n \equiv 1 \bmod 4 \\
\mathrm{GO}_{2 n}^{+}(2) & \text { if } n \equiv 3 \bmod 4\end{cases} \\
S_{2 n+1} \leqslant \begin{cases}\mathrm{GO}_{2 n}^{+}(2) & \text { if } n \equiv 0 \bmod 4 \\
\operatorname{GO}_{2 n}^{-}(2) & \text { if } n \equiv 2 \bmod 4 \\
\operatorname{GO}_{2 n}^{\mp}(2) & \text { if } n \equiv \pm 1 \bmod 4\end{cases}
\end{gathered}
$$

Since we are assuming that $X_{\Delta}$ acts irreducibly on $V$, we may also assume $m=2 n+2$ with $n$ even. For if $m \not \equiv 2 \bmod 4$ then Lemma 5.31 implies $S_{m}$ is a subgroup of $\mathrm{GO}_{2 n}^{\varepsilon}(2)$ for some $\varepsilon \in\{ \pm\}$ and therefore Theorem 5.29 implies $X_{\Delta}$ is reducible.

## Lemma 5.32

Let $n \geqslant 4$ and $G=S_{2 n+2}$. Let $V=A / A^{\perp}$ be the fully deleted permutation module for $G$ and set $\mathbf{j}=\sum_{i=1}^{2 n+2} e_{i}$. For all hyperplanes $U \leqslant A$ which avoid $A^{\perp}=\langle\mathbf{j}\rangle$, the mapping $\varphi: V \rightarrow \mathbb{F}_{2}$ defined by

$$
\varphi\left(x+A^{\perp}\right):=\left.\Phi \circ \pi\right|_{U} ^{-1}\left(x+A^{\perp}\right)=\left\{\begin{array}{lll}
\Phi(x) & \text { if } & x \in U  \tag{5.25}\\
\Phi(x+\mathbf{j}) & \text { if } & x \notin U
\end{array}\right.
$$

is a quadratic form on $V$ which polarises to $B$.

Proof. Since $U$ is a hyperplane in $A$ which avoids $A^{\perp}$, Lemma 5.32 follows directly from Lemma 3.8. However, we also provide a direct proof.

We show first that $\varphi$ is well defined. Let $x+A^{\perp}, y+A^{\perp} \in V$ and suppose $x+A^{\perp}=y+A^{\perp}$. Then $y=x$ or $y=x+\mathbf{j}$. If $x=y$ then clearly $\varphi\left(x+A^{\perp}\right)=\varphi\left(y+A^{\perp}\right)$. Suppose $y=x+\mathbf{j}$. Then $y \in U$ if and only if $x \notin U$. In particular, if $x \in U$ then Equation 5.25 implies

$$
\varphi\left(y+A^{\perp}\right)=\varphi\left(x+\mathbf{j}+A^{\perp}\right)=\Phi(x+\mathbf{j}+\mathbf{j})=\Phi(x)=\varphi\left(x+A^{\perp}\right)
$$

Similarly, if $x \notin U$ then Equation 5.25 implies

$$
\varphi\left(y+A^{\perp}\right)=\varphi\left(x+\mathbf{j}+A^{\perp}\right)=\Phi(x+\mathbf{j})=\varphi\left(x+A^{\perp}\right)
$$

Therefore $\varphi$ is well defined. Next note that if $\lambda \in \mathbb{F}_{2}$ and $x \in A \cap U$ then $\varphi\left(\lambda x+A^{\perp}\right)=\Phi(\lambda x)=$ $\lambda^{2} \Phi(x)=\varphi\left(x+A^{\perp}\right)$. Finally we show that $\varphi$ polarises to $B$. Without loss of generality, assume $x, y \in U$. Then using the fact that $\Phi$ is a quadratic form on $A$ which polarises to the degenerate symplectic form $\widetilde{B}$, we have

$$
\begin{aligned}
\varphi\left(x+A^{\perp}+y+A^{\perp}\right) & =\Phi(x+y)=\Phi(x)+\Phi(y)+\widetilde{B}(x, y) \\
& =\varphi\left(x+A^{\perp}\right)+\varphi\left(y+A^{\perp}\right)+B\left(x+A^{\perp}, y+A^{\perp}\right)
\end{aligned}
$$

Thus $\varphi$ is a quadratic form on $V$ which polarises to $B$.
It is convenient to fix some notation at this point.

## Definition 5.33

For the remainder of Section 5.4 we set $U=\left\langle e_{1}, e_{2}, \ldots, e_{2 n+1}\right\rangle$ and $H_{0}=A \cap U$. In addition, we set $\varphi_{0}=\left.\Phi \circ \pi^{-1}\right|_{H_{0}}$ where $\Phi$ is the quadratic form on $A$ defined in Lemma 5.30. Note that $H_{0}$ is the set of even weight vectors in $W$ whose last coordinate is equal to zero, so $H_{0}$ is a hyperplane in $A$ which does not contain $A^{\perp}$. In particular, $H_{0}=\left\langle e_{i}+e_{i+1} \mid 1 \leqslant i \leqslant 2 n\right\rangle$.

## Lemma 5.34

The quadratic form $\varphi_{0}$ of Definition 5.33 is hyperbolic if $n \equiv 0 \bmod 4$ and elliptic if $n \equiv 2 \bmod 4$.

Proof. We will determine the type of $\varphi_{0}$ by counting the number of $\varphi_{0}$-singular vectors in $V=$ $A / A^{\perp}$. We assume that each coset representative $x \in x+A^{\perp}$ lies in $H_{0}$ so that Lemma 5.32 implies $\varphi_{0}\left(x+A^{\perp}\right)=\Phi(x)$. Therefore

$$
\begin{equation*}
\operatorname{sing}\left(\varphi_{0}\right)=\left\{x+A^{\perp} \in V \mid x \in A \cap U, 4 \text { divides } \operatorname{wt}(x)\right\} \tag{5.26}
\end{equation*}
$$

from which it follows

$$
\begin{equation*}
\left|\operatorname{sing}\left(\varphi_{0}\right)\right|=\sum_{l=0}^{n / 2}\binom{2 n+1}{4 l} \tag{5.27}
\end{equation*}
$$

Series' of this form were studied by Ramus in 1834. In particular, the formula on the cover page of [58] states that

$$
\begin{align*}
S(m, n, q) & :=\sum_{k=0}^{m}\binom{m}{n k+q}  \tag{5.28}\\
& =\frac{1}{n} \sum_{k=1}^{n} 2^{m} \cos ^{m}\left(\frac{k \pi}{n}\right) \cos \left(\frac{(m-2 q) k \pi}{n}\right) \tag{5.29}
\end{align*}
$$

We may change the upper bound in Equation 5.27 from $n / 2$ to $2 n+1$ since terms with $l>n / 2$ contribute nothing to the sum. Substituting the appropriate values in to Equation (5.29) we have

$$
\begin{aligned}
\left|\operatorname{sing}\left(\varphi_{0}\right)\right|= & S(2 n+1,4,0) \\
= & \frac{1}{4} \sum_{l=1}^{4}\left(2 \cos \left(\frac{l \pi}{4}\right)\right)^{2 n+1} \cos \left(\frac{(2 n+1) l \pi}{4}\right) \\
= & 2^{2 n-1}\left(\left(\cos \left(\frac{\pi}{4}\right)\right)^{2 n+1} \cos \left(\frac{(2 n+1) \pi}{4}\right)+\left(\cos \left(\frac{\pi}{2}\right)\right)^{2 n+1} \cos \left(\frac{(2 n+1) \pi}{2}\right)\right. \\
& \left.+\left(\cos \left(\frac{3 \pi}{4}\right)\right)^{2 n+1} \cos \left(\frac{3(2 n+1) \pi}{4}\right)+(\cos (\pi))^{2 n+1} \cos ((2 n+1) \pi)\right) \\
= & 2^{2 n-1}\left(\left(\frac{1}{\sqrt{2}}\right)^{2 n+1}(-1)^{n / 2} \frac{1}{\sqrt{2}}+0+\left(-\frac{1}{\sqrt{2}}\right)^{2 n+1}(-1)^{\frac{n}{2}-1} \frac{1}{\sqrt{2}}+1\right) \\
= & 2^{2 n-1}\left(1+(-1)^{n / 2} \frac{1}{2^{n}}\right) \\
= & 2^{n-1}\left(2^{n}+(-1)^{n / 2}\right) .
\end{aligned}
$$

Therefore the number of $\varphi_{0}$-singular elements of $V$ is

$$
\left|\operatorname{sing}\left(\varphi_{0}\right)\right|=\left\{\begin{array}{llll}
2^{n-1}\left(2^{n}+1\right) & \text { if } & n \equiv 0 & \bmod 4  \tag{5.30}\\
2^{n-1}\left(2^{n}-1\right) & \text { if } & n \equiv 2 & \bmod 4
\end{array}\right.
$$

Comparing Equation 5.30 with $\left|\mathcal{Q}^{\varepsilon}\right|=2^{n-1}\left(2^{m}+\epsilon\right)$, we see that $\varphi_{0}$ is hyperbolic when $n \equiv 0 \bmod 4$ and elliptic when $n \equiv 2 \bmod 4$.

## Lemma 5.35

Let $G=S_{2 n+2}$ with $n \geqslant 4, n$ even and let $V$ be the fully deleted permutation module for $G$ over $\mathbb{F}_{2}$. For each integer $i$ with $1 \leqslant i \leqslant 2 n+1$ we denote by $\tau_{i}$ the transposition $(i, i+1) \in G$. If $\varphi_{0}$ is the quadratic form defined in Definition 5.33 then $G_{\varphi_{0}}=\left\langle\tau_{i} \mid 1 \leqslant i \leqslant 2 n\right\rangle \cong S_{2 n+1}$ and $\varphi_{0}^{\tau_{2 n+1}}=\varphi_{d}$, where $d=\sum_{i=1}^{2 n} e_{i}+A^{\perp}$.

Proof. Suppose $v=x+A^{\perp} \in V$ with $x \in H_{0}$. Define $P=\left\langle\tau_{i} \mid 1 \leqslant i \leqslant 2 n\right\rangle$ and note $P \cong S_{2 n+1}$. Then for any $g \in P$ and we have

$$
\begin{aligned}
\varphi_{0}^{g}\left(x+A^{\perp}\right) & =\varphi_{0}\left(x^{g^{-1}}+A^{\perp}\right) \\
& =\Phi\left(x^{g^{-1}}\right)(\text { since } x \in U) \\
& =\Phi(x)(\text { since } g \text { is weight preserving }) \\
& =\varphi_{0}\left(x+A^{\perp}\right)
\end{aligned}
$$

Therefore $P \leqslant G_{\varphi_{0}}$. But $P$ is maximal in $G$, so $G_{\varphi_{0}}$ is equal to either $P$ or $G$. In particular, $H_{0}^{\tau_{2 n+1}}=\left\langle e_{i}+e_{i+1}, e_{2 n}+e_{2 n+2} \mid 1 \leqslant i \leqslant 2 n-1\right\rangle$ so $\tau_{2 n+1}$ does not fix $H_{0}$. By Lemma 3.8 we have

$$
\varphi_{0}^{\tau_{2 n+1}}=\left(\left.\Phi \circ \pi^{-1}\right|_{H_{0}}\right)^{\tau_{2 n+1}}=\left.\Phi \circ \pi^{-1}\right|_{H_{0}^{\tau_{2 n+1}}},
$$

therefore $\tau_{2 n+1} \notin G_{\varphi_{0}}$ and $G_{\varphi_{0}}=P$.
Finally, we calculate $d \in V$ such that $\varphi_{d}=\varphi_{0}^{\tau_{2 n+1}}$ using a method similar to the proof of Lemma 3.9. Let $\varphi=\varphi_{0}^{\tau_{2 n+1}}$. Set $S=H_{0} \cap H_{0}^{\tau_{2 n+1}}=\left\langle e_{i}+e_{i+1} \mid 1 \leqslant i \leqslant 2 n-1\right\rangle$. Then $S$ is a $(2 n-1)$-dimensional subspace of $A$ which avoids $A^{\perp}$, so $S / A^{\perp}$ is a $(2 n-1)$-dimensional subspace of $V$. Therefore there exists a unique $c \in V$ such that $S / A^{\perp}=\langle c\rangle^{\perp}$. Specifically, $S / A^{\perp}=\left\langle e_{i}+e_{i+1}+A^{\perp} \mid 1 \leqslant i \leqslant 2 n-1\right\rangle$ and therefore setting $d=\sum_{i=1}^{2 n} e_{i}+A^{\perp}=e_{2 n+1}+e_{2 n+2}+A^{\perp}$ we have $d \in\left(S / A^{\perp}\right)^{\perp}$ and therefore $c=d$. Now let $x \in V$. Since $\varphi_{0}=\left.\Phi \circ \pi^{-1}\right|_{H_{0}}$ and $\varphi=\left.\Phi \circ \pi^{-1}\right|_{H_{0}^{\tau_{2 n+1}}}$, we have $\varphi_{0}(x)=\varphi(x)$ if and only if $x \in S / A^{\perp}$. On the other hand, $\varphi_{0}(x) \neq \varphi(x)$ if and only if $x \notin S / A^{\perp}=\langle d\rangle^{\perp}$ if and only if $B(x, d)=1$. Therefore $\varphi(x)=\varphi_{0}(x)+B(x, d)$ for all $x \in V$, so $\varphi=\varphi_{d}$. This completes the proof.

## Lemma 5.36

Let $n \geqslant 4$ with $n$ even and $G=S_{2 n+2}$. Let $W$ be the permutation module for $G, A$ the subspace of even weight vectors in $W$ and $V$ the fully deleted permutation module for $G$. Let $\varphi_{0}$ denote the quadratic form from Definition 5.33 . Then the $G$-orbits in $\mathcal{Q}$ are the sets

$$
\theta_{i}=\left\{\varphi_{c+A^{\perp}} \in \mathcal{Q} \mid c \in A \cap U \text { and } \mathrm{wt}(c) \in\{2 i, 2(n-i)\}\right\}
$$

where $0 \leqslant i \leqslant \frac{n}{2}$. If $\varphi_{0}$ is type $\varepsilon$ then we have

$$
\theta_{i} \subseteq\left\{\begin{array}{lll}
\mathcal{Q}^{\varepsilon} & \text { if } & i \text { is even }  \tag{5.31}\\
\mathcal{Q}^{-\varepsilon} & \text { if } & i \text { is odd }
\end{array}\right.
$$

In particular, the number of $G$-orbits in $\mathcal{Q}^{\varepsilon}$ is

$$
\text { \#orbits }= \begin{cases}1+\left\lfloor\frac{n}{4}\right\rfloor & \text { if } \quad \varepsilon=+  \tag{5.32}\\ \left\lceil\frac{n}{4}\right\rceil & \text { if } \quad \varepsilon=-\end{cases}
$$

Proof. By Definition 5.33, $\varphi_{0}=\Phi \circ \pi_{H_{0}}^{-1}$ with $U=\left\langle e_{1}, e_{2}, \ldots, e_{2 n+1}\right\rangle$ and $H_{0}=A \cap U$. If $c+A^{\perp} \in V$ then we may assume without loss of generality that $c \in H_{0}$, since $A=H_{0} \oplus A^{\perp}$. Note that $G=\left\langle\tau_{i} \mid 1 \leqslant i \leqslant 2 n+1\right\rangle$ and by Lemma 5.35, $G_{\varphi_{0}}=\left\langle\tau_{i} \mid 1 \leqslant i \leqslant 2 n\right\rangle$. We begin by showing that the sets $\theta_{k}$ are $G$-invariant. Let $\varphi \in \theta_{k}$. Then there exists a unique $c+A^{\perp} \in V=A / A^{\perp}$ such that $\varphi=\varphi_{c+A^{\perp}}$, and since $\varphi \in \theta_{k}, \operatorname{wt}(c) \in\{2 k, 2(n-k)\}$ by definition of $\theta_{k}$. By Lemma 3.9. we have $\varphi_{c+A^{\perp}}^{\tau_{i}}=\varphi_{c^{\tau_{i}}+A^{\perp}}$. In particular, if $1 \leqslant i \leqslant 2 n$ then $\tau_{i}$ fixes the hyperplane $H_{0}$ of $A$ and therefore $c^{\tau_{i}} \in H_{0}$ and $\operatorname{wt}\left(c^{\tau_{i}}\right)=\operatorname{wt}(c)$. Therefore $\varphi_{c+A^{\perp}}^{\tau_{i}} \in \theta_{k}$ for $1 \leqslant i \leqslant 2 n$. On the
 $\mathrm{wt}\left(c^{\tau_{2 n+1}}+y\right) \in\{k, 2(n-k)\}$, it follows $\varphi_{c+A^{\perp}}^{\tau_{2 n+1}} \in \theta_{k}$. Therefore the sets $\theta_{k}$ are $G$-invariant.

Next we show that the sets $\theta_{k}$ are $G$-orbits. Suppose $\varphi_{c+A^{\perp}}, \varphi_{c^{\prime}+A^{\perp}} \in \theta_{k}$ and assume $c, c^{\prime} \in H_{0}$. Claim: If $\mathrm{wt}(c)=\mathrm{wt}\left(c^{\prime}\right)$ then there exists an element of $G_{\varphi_{0}}$ mapping $\varphi_{c+A^{\perp}}$ to $\varphi_{c^{\prime}+A^{\perp}}$.

Indeed, If $\mathrm{wt}(c)=\mathrm{wt}\left(c^{\prime}\right)$ then, since $c, c^{\prime} \in H_{0}$, the final coordinate of both $c$ and $c^{\prime}$ is equal to zero and therefore there is an element of $G_{\varphi_{0}}=\left\langle\tau_{i} \mid 1 \leqslant i \leqslant 2 n\right\rangle \cong S_{2 n+1}$ mapping $c$ to $c^{\prime}$. It follows from Lemma 3.9 that there exists an element of $G_{\varphi_{0}}$ mapping $\varphi_{c+A^{\perp}}$ to $\varphi_{c^{\prime}+A^{\perp}}$.

Suppose instead that $\mathrm{wt}(c) \neq \mathrm{wt}\left(c^{\prime}\right)$. Without loss of generality we assume that $\mathrm{wt}(c)=2 k$ and $\mathrm{wt}\left(c^{\prime}\right)=2(n-k)$. Define $c_{k}=\sum_{i=1}^{2 k} e_{i}$ and note that since $1 \leqslant k \leqslant \frac{n}{2}$ we have $c_{k} \in H_{0}, \varphi_{c_{k}+A^{\perp}} \in \theta_{k}$ and $\mathrm{wt}\left(c_{k}\right)=2 k=\mathrm{wt}(c)$. By the claim, there exists an element of $G_{\varphi_{0}}$ mapping $\varphi_{c+A^{\perp}}$ to $\varphi_{c_{k}+A^{\perp}}$. Let $\sigma=\tau_{2 n+1}$ and note that $\sigma$ fixes $c_{k}$ for each $k \in[1: n / 2]$. By Corollary 3.12 and Lemma 5.35, for all $x \in V$ we have

$$
\varphi_{c_{k}+A^{\perp}}^{\sigma}(x)=\varphi_{c_{k}^{\sigma}+y+A^{\perp}}=\varphi_{c_{k}+y+A^{\perp}}
$$

where $y=\sum_{i=1}^{2 n} e_{i}$. But $c_{k}+y \in H_{0}$ and $\mathrm{wt}\left(c_{k}+y\right)=2(n-k)=\mathrm{wt}\left(c^{\prime}\right)$, so the previous claim implies there exists an element of $G_{\varphi_{0}} \cong S_{2 n+1}$ mapping $c_{k}+y$ to $c^{\prime}$ and it follows from Lemma 3.9 that the same element maps $\varphi_{c_{k}+y+A^{\perp}}$ to $\varphi_{c^{\prime}+A^{\perp}}$.

Therefore, there exists an element of $G$, contained in the double coset $G_{\varphi_{0}} \tau_{2 n+1} G_{\varphi_{0}}$, which maps $\varphi_{c+A^{\perp}}$ to $\varphi_{c^{\prime}+A^{\perp}}$, that is, $\theta_{k}$ is a $G$-orbit.

Having determined the $G$-orbits in $\mathcal{Q}$, it remains to determine the type $\varepsilon$ of each orbit and count them. By Lemma 5.34 an orbit representative $\varphi_{c_{k}} \in \theta_{k}$ has the same type as $\varphi_{0}$ if an only if $k$ is even. Equation (5.31) follows. For $\varepsilon=+$ or - , the number of orbits in $\mathcal{Q}^{\varepsilon}$ is determined respectively by the number of solutions to the equations $0 \equiv s \bmod 4$ and $2 \equiv s \bmod 4$ with $0 \leqslant s \leqslant \frac{n}{2}$. The number of $G$-orbits is therefore given by equation 5.32 .

## Lemma 5.37

Let $X=\operatorname{Sp}_{2 n}(2)$ and let $V=\mathbb{F}^{2 n}$ be the fully deleted permutation module for $S_{2 n+2}$. Suppose
$\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ is an $X$-strongly incidence-transitive code with $\Delta \in \Gamma$ and $X_{\Delta} \leqslant S_{2 n+2}$. Then $n=4, \varepsilon=+$ and either $\theta_{0} \in \Gamma$ or $\theta_{2} \in \Gamma$, as defined in Lemma 5.36 Conversely, the orbits $\theta_{0}^{X}$ and $\theta_{2}^{X}$ are $X$-strongly incidence-transitive codes which lie respectively in Johnson graphs $J(136,10)$ and $J(136,126)$.

Proof. If $\varepsilon=+$ and $n>6$, or $n>8$ and $\varepsilon=-$, then Lemma 5.36 implies $G$ has at least three orbits in $\mathcal{Q}^{\varepsilon}$. We use GAP [59] to analyse the remaining cases:
(a) If $n=4$ and $\varepsilon=+$ then $G=S_{10}$ and Lemma 5.36 implies the $G$-orbits in $\mathcal{Q}^{+}$are $\theta_{0}$ and $\theta_{2}$. Let $\Delta=\theta_{0}$ and recall $H_{0}=\left\langle e_{i}+e_{i+1} \mid 1 \leqslant i \leqslant 2 n-1\right\rangle$. Then $\bar{\Delta}=\left\{\varphi_{c+A^{\perp}} \mid c \in H_{0}, \mathrm{wt}(c)=4\right\}$ and $G_{\varphi_{0}} \cong S_{9}$ acts transitively on $\bar{\Delta}$. Therefore $\Delta^{X}$ is a strongly incidence-transitive code in $J(136,10)$ and $\bar{\Delta}^{X}$ is a strongly incidence-transitive code in $J(136,126)$.
(b) If $n=6$ and $\varepsilon=+$ then $G=S_{14}$ and Lemma 5.36 implies the $G$-orbits in $\mathcal{Q}^{+}$are $\theta_{1}$ and $\theta_{3}$. If $\varphi \in \theta_{1}$ and $\psi \in \theta_{3}$ then $G_{\varphi} \cong S_{11} \times S_{3}$ and $G_{\psi} \cong A_{7} \times A_{7}: D_{8}$. The group $G_{\psi}$ has two orbits in $\theta_{1}$, as does $G_{\varphi}$ in $\theta_{3}$.
(c) If $n=4$ and $\varepsilon=-$ then $G=S_{10}$ and Lemma 5.36 implies $G$ acts transitively on $\theta_{1}=\mathcal{Q}^{-}$. Therefore $X_{\Delta}$ must be a proper subgroup of $G$. If $\varphi \in \mathcal{Q}^{-}$then $G_{\varphi} \cong S_{7} \times S_{3}$. The only $G_{\varphi^{-}}$ orbit with length at least $\frac{1}{2}\left|\mathcal{Q}^{-}\right|$has length 63 , so $57 \leqslant k \leqslant 60$. Moreover, invoking the fact that $|\Delta \times \bar{\Delta}|=k(120-k)$ divides $|G|=10$ !, we find the only possibility is $|\Delta|=60$. There are two conjugacy classes of maximal subgroups of $S_{10}$ with order divisible by $60^{2}$; these have isomorphism type $A_{5} \times A_{5}: D_{8}$ and $A_{10}$. The former group has orbit lengths 20 and 100 in $\mathcal{Q}^{-}$, so $X_{\Delta} \neq A_{5} \times A_{5}: D_{8}$. The latter group is transitive on $\mathcal{Q}^{-}$so we assume $X_{\Delta}<A_{10}$. The is a unique conjugacy class of maximal subgroups of $A_{10}$ with order divisible by 60 ; these have isomorphism type $A_{5} \times A_{5}: C_{4}$, but have orbit lengths 20 and 100 in $\mathcal{Q}^{-}$. Therefore no $X$-strongly incidence-transitive codes arise in this case. See Program D. 4 for the relevant GAP code.
(d) If $n=6$ and $\varepsilon=-$ then $G=S_{14}$ and Lemma 5.36 implies the $G$-orbits in $\mathcal{Q}^{-}$are $\theta_{0}$ and $\theta_{2}$. If $\varphi \in \theta_{1}$ and $\psi \in \theta_{3}$ then $G_{\varphi} \cong S_{13}$ and $G_{\psi} \cong S_{9} \times S_{5}$. The group $G_{\varphi}$ has two orbits in $\theta_{0}$, as does $G_{\psi}$ in $\theta_{2}$.
(e) If $n=8$ and $\varepsilon=-$ then $G=S_{18}$ and Lemma 5.36 implies the $G$-orbits in $\mathcal{Q}^{-}$are $\theta_{1}$ and $\theta_{3}$. If $\varphi \in \theta_{1}$ and $\psi \in \theta_{3}$ then $G_{\varphi} \cong S_{15} \times S_{3}$ and $G_{\psi} \cong S_{11} \times S_{7}$. The groups $G_{\varphi}$ and $G_{\psi}$ are intransitive on $\theta_{1}$ and $\theta_{3}$.

Therefore the only strongly incidence-transitive codes which arise from the fully deleted permutation modules for the symmetric and alternating groups are $\theta_{0}^{X} \subset J(136,10)$ and $\theta_{2}^{X} \subset J(136,126)$.

The $X$-strongly incidence-transitive codes $\theta_{0}^{X} \subset J(136,10)$ and $\theta_{2}^{X} \subset J(136,126)$ are block sets of $2-(136,10,64)$ and $2-(136,126,11200)$ designs, respectively. Each contains 13056 blocks. The intersection numbers for the first code were calculated in GAP [59] they are $6,8,9$ and 10 . In particular, $\delta=6$ for both codes and therefore both codes are neighbour-transitive by Theorem 1.9 ,

## Remark 5.38

Looking back at Chapters 4 and 5, we have provided constructions for each of the codes which are described in Theorem4.3, and proved that no other examples arise when $X_{\Delta}$ is contained in a geometric
maximal subgroup of $X$ or $X_{\Delta}$ acts on $V$ as a subgroup of the fully deleted permutation module for the alternating or symmetric groups.

## CHAPTER 6

## Almost-simple codeword stabilisers

Problem: Let $G$ be a subgroup of $X=\operatorname{Sp}_{2 n}(2)$ of Aschbacher type $\mathcal{C}_{9}$. Classify the $X$-strongly incidence transitive codes $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ with $X_{\Delta}=G$ for $\Delta \in \Gamma$.

### 6.1. Introduction

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space with isometry group $X=\operatorname{Sp}_{2 n}(2)$. Let $\mathcal{Q}^{\varepsilon}$ be the set of all $\varepsilon$-type quadratic forms on $V$ which polarise to $B$. Let $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ be an $X$-strongly incidence-transitive code with $\Delta \in \Gamma$ and $3 \leqslant|\Delta| \leqslant 2^{n-1}\left(2^{n}+\varepsilon\right)-3$. Recall that the fully deleted permutation modules for the alternating and symmetric groups were treated in Section 5.4, leading to the construction of a pair of complementary strongly incidence-transitive codes. In Chapter 6 we work towards a proof that no further examples of strongly incidence-transitive codes of Jordan-Steiner type exist with $X_{\Delta} \in \mathcal{C}_{9}$. See Chapter 8 for an outline open cases.

## Definition 6.1

If $X$ is a classical group and $G \leqslant X$ then $G \in \mathcal{C}_{9}$ if the following conditions hold:
(a) $G$ is not contained in any Aschbacher class $\mathcal{C}_{i}$ for any $i \in[1: 8]$,
(b) the action of $G$ on its natural module is absolutely irreducible, and
(c) there exists a nonabelian simple group $T$ such that $T \leqslant G / Z(G) \leqslant \operatorname{Aut}(T)$.

If $X=\operatorname{Sp}_{2 n}(2)$ then $Z(X)$ is trivial, therefore if $G$ is a $\mathcal{C}_{9}$-subgroup of $X$ then $G$ itself is almostsimple. Moreover, if $\Gamma$ is an $X$-strongly incidence-transitive code and $\Delta \in \Gamma$ with $X_{\Delta}$ contained in a maximal $\mathcal{C}_{9}$ subgroup of $X$, Lemma 1.17 implies that either $G=X_{\Delta}$, or $G$ acts transitively on $\mathcal{Q}^{\varepsilon}$. The maximal subgroups $G$ for which the latter case holds are listed in [35, Tables 2 and 3]. The associated factorisations are $\mathrm{Sp}_{8}(2)=S_{10} \mathrm{GO}_{8}^{-}(2), \mathrm{Sp}_{6}(2)=G_{2}(2) \mathrm{GO}_{6}^{\varepsilon}(2)$ and $\mathrm{Sp}_{8}(2)=L_{2}(17) \mathrm{GO}_{8}^{+}(2)$. The former of these is considered in Lemma 5.37. The latter pair are to be studied in Lemmas 6.5 and 6.6 . In all other cases, we assume without loss of generality that $X_{\Delta}$ is a maximal $\mathcal{C}_{9}$-subgroup of $X$.

Lemma 1.15 implies that $X_{\Delta}$ must admit a nontrivial factorisation. The maximal factorisations of the classical simple groups of Lie type are known, and all factorisations of the exceptional simple groups of Lie type and the sporadic groups are known $\mathbf{3 5}, \mathbf{6 0}, \mathbf{3 6}$. The main problem in Chapter 6 is identifying which of these, if any, are associated with the Jordan-Steiner actions.

If $T$ is a classical simple group then usually there are more factorisations that we wish to deal with directly. In this case we combine Lemma 6.9 with lower bounds on the dimension of the minimal
modules for $T$ to rule out the majority of factorisations and then decide which of the remaining factorisation can be associated with the Jordan-Steiner actions.

Throughout Chapter 6 for any $z \in \mathbb{Z}$ we denote by $\nu_{e}(z)$ the largest power of 2 which divides $z$. We set $\nu_{o}(z)=z / \nu_{e}(z)$. These are called, respectively, the even and odd parts of $z$.

## Lemma 6.2

Let $X=\operatorname{Sp}_{2 n}(2)$ and suppose $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ is an $X$-strongly incidence-transitive code with $\Delta \in \Gamma$. Then for $\varphi \in \Delta$ and $\psi \in \bar{\Delta}$ we have

$$
\nu_{o}\left(\left|X_{\Delta}: X_{\Delta, \varphi}\right|+\left|X_{\Delta}: X_{\Delta, \psi}\right|\right)=\nu_{e}\left(\left|X_{\Delta}: X_{\Delta, \varphi}\right|+\left|X_{\Delta}: X_{\Delta, \psi}\right|\right) \pm 1
$$

Proof. We have $\left|\mathcal{Q}^{\epsilon}\right|=2^{n-1}\left(2^{n}+\epsilon\right)$ so $\nu_{e}\left(\left|\mathcal{Q}^{\epsilon}\right|\right)=2^{n-1}$ and $\nu_{o}\left(\left|\mathcal{Q}^{\epsilon}\right|\right)=2^{n}+\epsilon$. Therefore $\nu_{o}\left(\left|\mathcal{Q}^{\epsilon}\right|\right)=2 \nu_{e}\left(\left|\mathcal{Q}^{\epsilon}\right|\right) \pm 1$. But Lemma 1.15 implies $\left|\mathcal{Q}^{\epsilon}\right|=\left|X_{\Delta}: X_{\Delta, \varphi}\right|+\left|X_{\Delta}: X_{\Delta, \psi}\right|$, which completes the proof.

## Lemma 6.3

Let $X=\mathrm{Sp}_{2 n}(2)$ and suppose $\Gamma \subset\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ is an $X$-strongly incidence-transitive code with $\Delta \in \Gamma$. If $X_{\Delta}$ is almost-simple with socle $T$ then $|\operatorname{Aut}(T)|>2^{2(n-1)}$. In particular, if $e(T)$ denotes the minimum dimension of an $\mathbb{F}_{2} T$-module then $\log _{2}(|\operatorname{Aut}(T)|)-e(T)+2>0$.

Proof. Since $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$ we have $\left|X_{\Delta}\right| \geqslant|\Delta \times \bar{\Delta}|=|\Delta|\left(\left|\mathcal{Q}^{\varepsilon}\right|-|\Delta|\right)$. Therefore $\left|\mathcal{Q}^{\varepsilon}\right| \leqslant|\Delta|+\frac{\left|X_{\Delta}\right|}{|\Delta|}$. Also, $|\Delta| \geqslant 2$, so $|\Delta|+\left|X_{\Delta}\right| /|\Delta| \leqslant\left|X_{\Delta}\right| \leqslant|\operatorname{Aut}(T)|$ and therefore $\left|\mathcal{Q}^{\epsilon}\right| \leqslant|\operatorname{Aut}(T)|$. Finally, $\left|\mathcal{Q}^{\varepsilon}\right| \geqslant 2^{n-1}\left(2^{n}-1\right)>2^{2(n-1)}$ therefore $|\operatorname{Aut}(T)| \geqslant 2^{2(n-1)}$. Moreover, by definition, $e(T) \leqslant$ $2 n$ and therefore $|\operatorname{Aut}(T)|>2^{e(T)-2}$. Applying $\log _{2}$ to both sides of the inequality and rearranging completes the proof.

## Lemma 6.4

Let $X=\operatorname{Sp}_{2 n}(2)$ and suppose $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ is an $X$-strongly incidence-transitive code with $k \geqslant 2$ and $\Delta \in \Gamma$. If $X_{\Delta}$ is almost-simple with socle $T$ and $X_{\Delta}$ acts irreducibly on $V=\mathbb{F}_{2}^{2 n}$ then $T$ is fixed point free on $\mathcal{Q}^{\varepsilon}$ and $X_{\varphi}$ does not contain $T$ for any $\varphi \in \mathcal{Q}^{\varepsilon}$.

Proof. Consider first the induced action of $T$ on $\Delta$. Since $T \gtrless G$, every $T$-orbit in $\Delta$ has the same length and therefore the action of $T$ on $\Delta$ is either trivial or fixed point free. If $T$ acts trivially on $\Delta$ then, since $k \geqslant 2$, there exists $\varphi_{0}, \varphi_{c} \in \Delta$ with $c \neq 0$. Lemma 3.8 implies $c$ is fixed by $G$. This contradicts the assumption that $G$ acts reducibly on $V$, so $T$ acts nontrivially on $\Delta$. In particular, every $T$-orbit in $\Delta$ has length greater than one and therefore $T$ is fixed point free in $\Delta$. Application of the same argument to $\bar{\Delta}$ shows that $T$ is fixed point free on $\mathcal{Q}^{\varepsilon}$. Finally, note that for all $\varphi \in \mathcal{Q}^{\varepsilon}$ the group $X_{\varphi}$ fixes $\varphi$ by definition. Therefore $T$ is not contained in $X_{\varphi}$ for any $\varphi \in \mathcal{Q}^{\varepsilon}$.

In 61 Praeger and Seress provide bounds on the order of a finite classical group. Their upper bounds are presented in Table 6.1 below along with a weaker upper bound on $|\operatorname{Aut}(T)|$ of the form

| $T$ | Upper bound on $\mid$ Aut $(T) \mid$ using [61] | Weakened upper bound on $\mid$ Aut $(T) \mid$ |
| :---: | :---: | :---: |
| $\operatorname{PSL}_{m}(q)$ | $\frac{2 f}{q-1} q^{m^{2}}$ | $2 q^{m^{2}}$ |
| $\operatorname{PSU}_{m}(q)$ | $\frac{8 f}{3(q+1)} q^{m^{2}}$ | $\frac{2}{3} q^{m^{2}}$ |
| $\operatorname{PSp}_{2 m}(q)$ | $f q^{m(2 m-1)}$ | $q^{2 m^{2}-m+1}$ |
| $\operatorname{P~}_{2 m+1}^{\circ}(q)$ | $f q^{m(2 m+1)}$ | $q^{2 m^{2}+m+1}$ |
| $\operatorname{P} \Omega_{2 m}^{\varepsilon}(q)$ | $2 f q^{m(2 m-1)}\left(1-\varepsilon q^{-m}\right)$ | $\frac{10}{4} q^{2 m^{2}-m+1}$ |

TABLE 6.1. Upper bounds on the order of the automorphism group of a classical simple group. Note that $q=p^{f}$.
$c q^{p(m)}$, where $c$ is a constant and $p(m)$ is a polynomial. We use the bounds in Table 6.1 in combination with Lemma 6.3 in Sections 6.3 and 6.4

### 6.2. Some basic results in dimension at most twelve

Before we begin our general calculations for Chapter 6 we note that the $\mathcal{C}_{9}$-subgroups of $\mathrm{Sp}_{2 n}(2)$ for $n \leqslant 6$ are enumerated in 39. Excluding the fully deleted permutation modules for the symmetric and alternating groups, the maximal $\mathcal{C}_{9}$-subgroups of $\mathrm{Sp}_{2 n}(2)$ for $3 \leqslant n \leqslant 6$ are $G_{2}(2)<\mathrm{Sp}_{6}(2)$, $\mathrm{PSL}_{2}(17)<\mathrm{Sp}_{8}(2)$ and $\mathrm{PSL}_{2}(25) .2_{2}<\mathrm{Sp}_{12}(2)$. We show below that there are no $X$-strongly incidencetransitive codes associated with these maximal subgroups.

## Lemma 6.5

Let $X=\mathrm{Sp}_{6}(2)$ and consider the maximal subgroup $M=G_{2}(2)$ of $X$. There does not exist an $X$-strongly incidence-transitive code $\Gamma \subset\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ such that $X_{\Delta} \leqslant M$ for $\Delta \in \Gamma$.

Proof. Suppose $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ is an $X$-strongly incidence-transitive code. Let $\Delta \in \Gamma$ and assume $X_{\Delta} \leqslant M$. By [35, Section 1.3, Table 2], $G_{2}(2)$ acts transitively on $\mathcal{Q}^{\varepsilon}$. Strong incidence-transitivity implies $X_{\Delta}$ has two orbits in $\mathcal{Q}^{\varepsilon}$, therefore $X_{\Delta}$ is a proper subgroup of $G_{2}(2)$. Without loss of generality we may assume $2 k<v=2^{2}\left(2^{3}+\varepsilon\right)$. By definition, $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$ and therefore $k(v-k)$ divides $\left|X_{\Delta}\right|$, which in turn divides $\left|G_{2}(2)\right|$. Using Program D. 2 we determine that if $\varepsilon=+$ then $k=8$ or 12 , and if $\varepsilon=-$ then $k=4$. However, if $\varepsilon=+$ and $k=8$ or 12 then the only subgroup of $G_{2}(2)$ with order divisible by $k(v-k)$ is $G_{2}(2)$ itself, a contradiction to the requirement that $X_{\Delta}<G_{2}(2)$. On the other hand, if $k=4$ then $k<2 n+1$, which contradicts Lemma 5.1. Therefore $X_{\Delta}$ is not a subgroup of $G_{2}(2)$.

## Lemma 6.6

Let $X=\mathrm{Sp}_{8}(2)$ and consider the maximal subgroup $M=\mathrm{PSL}_{2}(17)$. There exists no $X$-strongly incidence-transitive code $\Gamma \subseteq\binom{\mathcal{Q}^{\varepsilon}}{k}$ with $X_{\Delta} \leqslant M$ for $\Delta \in \Gamma$.

Proof. Since $\operatorname{dim}(V)=8$ we have $v=2^{3}\left(2^{4}+\varepsilon\right)$. Assume $\Gamma$ is $X$-strongly incidence-transitive and $X_{\Delta} \leqslant \mathrm{PSL}_{2}(17)$. Then $k(v-k)$ divides $\left|X_{\Delta}\right|$ and therefore divides $\left|\mathrm{PSL}_{2}(17)\right|$ also. However,

Program D. 2 shows that there are no values of $k$ such that $k(v-k)$ divides $\left|\mathrm{PSL}_{2}(17)\right|$ for either value of $\varepsilon$. Therefore no such $\Gamma$ exists.

## Lemma 6.7

Let $X=\operatorname{Sp}_{12}(2)$ and consider the maximal subgroup $M=\mathrm{PSL}_{2}(25) .2_{2}$. There exists no $X$-strongly incidence-transitive code $\Gamma \subseteq\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ with $X_{\Delta} \leqslant M$ for $\Delta \in \Gamma$.

Proof. Since $\operatorname{dim}(V)=12$ we have $v=2^{5}\left(2^{6}+\varepsilon\right)$. Assume $\Gamma$ is $X$-strongly incidence-transitive and $X_{\Delta} \leqslant \mathrm{PSL}_{2}(25) .2_{2}$. Then $k(v-k)$ divides $\left|X_{\Delta}\right|$ and therefore divides $\left|\mathrm{PSL}_{2}(25) \cdot 2_{2}\right|$ also. However, Program D. 2 shows that there are no values of $k$ such that $k(v-k)$ divides $\left|\mathrm{PSL}_{2}(25) .2_{2}\right|$ for either value of $\varepsilon$. Therefore no such $\Gamma$ exists.

### 6.3. Simple classical groups in even characteristic

We begin with an overview of the twisted tensor product modules for the special linear groups. A more detailed discussion can be found in [56, Section 5.1]. Let $G=\mathrm{SL}_{m}\left(q^{f}\right)$ for some prime power $q=p^{r}$ and let $W=W^{(0)}$ be a $\mathbb{F}_{q} G$-module. For each integer $i$ with $1 \leqslant i \leqslant f-1$ we introduce a $\mathbb{F}_{q} G$-module $W^{(i)}$. As a vector space, $W^{(i)}$ is isomorphic to $W$. The action of $G$ on $W^{(i)}$ is defined by

$$
(w, g) \mapsto w g^{\left(q^{i}\right)}, \text { for all } w \in W \text { and } g \in G
$$

where $g^{q^{i}}$ denotes $g$ with each entry raised to the $q^{i}$ th power. By extension, $G$ acts on the tensor product

$$
V=\bigotimes_{i=0}^{f-1} W^{(i)}
$$

Moreover, the action of $G$ on $V$ yields an embedding $\mathrm{SL}_{m}\left(q^{f}\right)<\mathrm{SL}_{m^{f}}(q)$.

Theorem 6.8 ([38, special case of Proposition 5.4.6)
Let $T$ be a simply connected group of Lie type over $\mathbb{F}_{2^{f}}$, and suppose that $V$ is an absolutely irreducible $\mathbb{F}_{2} T$-module. Let $\mathbb{F}_{2^{\infty}}$ denote the algebraic closure of $\mathbb{F}_{2}$. Then $\operatorname{dim}(V)=\operatorname{dim}(M)^{f}$ and one of the following occurs:
(i) $T$ is untwisted and there exists an irreducible $\mathbb{F}_{2^{\infty}} T$-module $M$ such that

$$
V \otimes \mathbb{F}_{2^{\infty}} \cong \bigotimes_{i=0}^{f-1} M^{(i)}
$$

where $M^{(i)}$ denotes the natural module for $T$ twisted by a field automorphism.
(ii) $T$ is of type ${ }^{2} A_{l},{ }^{2} D_{l}$ or ${ }^{2} E_{6}$ with an associated graph automorphism $\tau_{0}$ such that $V \cong V^{\tau_{0}}$, and there exists an irreducible $\mathbb{F}_{2^{\infty}} T$-module $M$ such that $M \cong M^{\tau_{0}}$ and

$$
V \otimes \mathbb{F}_{2^{\infty}} \cong \bigotimes_{i=0}^{f-1} M^{(i)}
$$

## Lemma 6.9

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space and $X=\operatorname{Sp}_{2 n}(2)$. Let $\Gamma \subset\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ be an $X$-strongly incidencetransitive code with $\Delta \in \Gamma$ and $2 \leqslant|\Delta| \leqslant 2^{n-1}\left(2^{n}+\varepsilon\right)-2$. Suppose $T_{m}\left(2^{f}\right)$ is an absolutely irreducible simple group of Lie type acting on $V$ as a subgroup of $X_{\Delta}$. Then $|\operatorname{Aut}(T)|>2^{m^{f}-2}$ and $3+\log _{2}(f)+f m^{2}-m^{f}>0$.

Proof. By Lemma 6.3 we have $2^{2 n-2}<|\operatorname{Aut}(T)|$. By Theorem 6.8 there exists a module $M$ such that $\operatorname{dim}(M)^{f}=\operatorname{dim}(V)=2 n$. By [38, Proposition 5.4.13], $\operatorname{dim}(M) \geqslant m$. Therefore $n \geqslant m^{f} / 2$ and therefore $2^{m^{f}-2} \leqslant 2^{2 n-2}<|\operatorname{Aut}(T)|$. On the other hand, Table 6.1 implies $|\operatorname{Aut}(T)| \leqslant 2 f q^{m^{2}}$, where $q=2^{f}$. Therefore

$$
\begin{equation*}
2^{m^{f}-2}<2 f q^{m^{2}} . \tag{6.1}
\end{equation*}
$$

Applying $\log _{2}$ to each side of Inequality (6.1) we have

$$
\begin{equation*}
\log _{2}\left(2^{m^{f}-2}\right)=m^{f}-2<\log _{2}\left(2 f 2^{f m^{2}}\right)=1+\log _{2}(f)+f m^{2} \tag{6.2}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
3+\log _{2}(f)+f m^{2}-m^{f}>0 . \tag{6.3}
\end{equation*}
$$

## Lemma 6.10

Let $T=T_{m}\left(2^{f}\right)$ be a nonabelian simple classical group with $m \geqslant 2$ and $f \geqslant 3$. There are no codes $X$-strongly incidence-transitive codes $\Gamma$ with $\operatorname{soc}\left(X_{\Delta}\right) \cong T$.

Proof. Let $b(m, f)=3+\log _{2}(f)+f m^{2}-m^{f}$, viewed as a differentiable function defined for $(m, f) \in \mathbb{R}^{2}$ with $m>1$ and $f>2$. If $\Gamma$ is strongly incidence-transitive and $\operatorname{soc}\left(X_{\Delta}\right) \cong T$ then Lemma 6.9 implies $b(m, f)>0$. Differentiating $b$, we have

$$
\begin{aligned}
& \frac{\partial b}{\partial m}=m f\left(2-m^{f-2}\right) \\
& \frac{\partial b}{\partial f}=m^{2}\left(1-\ln (m) m^{f-2}\right)+\frac{1}{\ln (2) f} .
\end{aligned}
$$

Since $m \geqslant 2$ and $f \geqslant 3$, if $\frac{\partial b}{\partial m}=0$ then $f=\frac{\ln (2)}{\ln (m)}+2$ and in particular, $\frac{\partial b}{\partial m}<0$. Therefore if $m^{\prime}>m \geqslant 2$ and $f \geqslant 3$ we have $b\left(m^{\prime}, f\right)<b(m, f)$. Similarly, if $f \geqslant 3$ and $m \geqslant 2$ then $m^{2}(1-$ $\left.\ln (m) m^{f-2}\right)+\frac{1}{\ln (2) f} \leqslant m^{2}(1-m \ln (m))+\frac{1}{3 \ln (2)}<0$. Thus if $f^{\prime} \geqslant f>3$ we have $b\left(m, f^{\prime}\right)<b(m, f)$. Noting that $b(4,3) \approx-11.4, b(3,4) \approx-40.0$ and $b(2,5) \approx-6.69$, it follows that the only integral values of $(m, f)$ which can satisfy Equation (6.5) with $m \geqslant 2$ and $f \geqslant 3$ are $(2,3),(2,4)$ and $(3,3)$. By Theorem [2.2, it remains therefore to consider $\operatorname{soc}\left(X_{\Delta}\right) \in\left\{\operatorname{PSL}_{2}(8), \operatorname{PSL}_{2}(16), \operatorname{PSL}_{3}(8), \operatorname{PSU}_{3}(8)\right\}$.

By Lemma 1.15, there exists a factorisation $X_{\Delta}=X_{\Delta, \varphi} X_{\Delta, \psi}$ with $(\varphi, \psi) \in \Delta \times \bar{\Delta}$. Using the tables in [35. Chapter 1] to check which of the candidates for $\operatorname{soc}\left(X_{\Delta}\right)$ is factorisable, we find $\operatorname{soc}\left(X_{\Delta}\right) \in$ $\left\{\mathrm{PSL}_{2}(16), \mathrm{PSU}_{3}(8)\right\}$. In particular, if $T=\mathrm{PSL}_{2}(16)$ then we have $16384=2^{2^{4}-2}<|\operatorname{Aut}(T)|=16320$, a contradiction to Lemma 6.9. Similarly, if $T=\mathrm{PSU}_{3}(8)$ then $33554432=2^{3^{3}-2}<|\operatorname{Aut}(T)|=12096$, a contradiction to Lemma 6.9.

Therefore there are no $X$-strongly incidence-transitive codes $\Gamma \subset\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ with $\operatorname{soc}\left(X_{\Delta}\right) \cong T_{m}\left(2^{f}\right)$, $m \geqslant 2$ and $f \geqslant 3$.

Lemma 6.11 ( $\mathbf{3 8}$ pg. 199)
Let $T$ be one of $\mathrm{PSL}_{d}^{ \pm}\left(p^{f}\right), \mathrm{PSp}_{d}\left(p^{f}\right)^{\prime}$ or $\mathrm{P} \Omega_{d}^{\varepsilon}\left(p^{f}\right)$ and let $\mathbb{K}$ be an algebraically closed field of characteristic $p$. Suppose that $M$ is a nontrivial irreducible projective $\mathbb{K} T$-module satisfying $\operatorname{dim}_{\mathbb{K}}(M) \leqslant$ $\frac{1}{2} m(m+1), \frac{1}{2} m^{2}$ or $\frac{1}{2} m^{2}-1$ in the respective cases. Then either $M$ is quasiequivalent to the natural projective $\mathbb{K} T$-module of dimension $m$ or $M$ is quasiequivalent to one of the modules in Table 6.3.

## Lemma 6.12

Let $T=T_{m}(4)$ be a nonabelian simple classical group and $V \cong M \otimes M^{(1)}$ an absolutely irreducible $\mathbb{F}_{2} T$-module. If $\operatorname{dim}(M) \geqslant \frac{1}{2} m(m-1)-2$ then $\Gamma$ is not $X$-strongly incidence-transitive.

Proof. By Theorem 6.8 there exists a module $M$ such that $\operatorname{dim}(V)=2 n=\operatorname{dim}(M)^{2}$. Suppose $\operatorname{dim}(M) \geqslant \frac{1}{2} m(m-1)-2$. Then $\operatorname{dim}(V) \geqslant\left(\frac{1}{2} m(m-1)-2\right)^{2}=\frac{m^{4}}{4}-\frac{m^{3}}{2}-\frac{7 m^{2}}{4}+2 m+4$ and Lemma 6.3 implies $2^{\frac{m^{4}}{4}-\frac{m^{3}}{2}-\frac{7 m^{2}}{4}+2 m+2}<2^{m^{2}+2}$. Taking $\log _{2}$ of each side and rearranging we have

$$
\begin{equation*}
m\left(\frac{m^{2}}{2}+\frac{11 m}{4}-\frac{3 m^{3}}{4}-2\right)>0 \tag{6.4}
\end{equation*}
$$

Since $m \geqslant 2$, Equation (6.4) holds if and only if

$$
\begin{equation*}
\frac{m^{2}}{2}+\frac{11 m}{4}-\frac{3 m^{3}}{4}-2>0 \tag{6.5}
\end{equation*}
$$

Let $b(m)=\frac{m^{2}}{2}+\frac{11 m}{4}-\frac{3 m^{3}}{4}-2$. Then $\frac{d b}{d m}=\frac{11}{4}+m-\frac{9 m^{2}}{4}=\left(m-\omega_{+}\right)\left(m-\omega_{-}\right)$where $\omega_{ \pm}=$ $\frac{2 \pm \sqrt{103}}{9} \approx 1.35$ and -.091. In particular, if $m \geqslant 2>\omega_{+}$then $\frac{d b}{d m}<0$. Then for any $m \geqslant 2$ we have $b(m) \leqslant b(2)=-\frac{1}{2}$, contradicting Equation 6.5.

If $q=4$, Lemma 6.11 and Lemma 6.12 imply it remains only to consider the natural modules $T$ as well as those modules in Table 6.3. This is currently an open problem.

### 6.4. Simple classical groups in odd characteristic

Let $V=\left(\mathbb{F}_{2}^{2 n}, B\right)$ be a symplectic space and $X=\operatorname{Sp}_{2 n}(2)$. Let $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ be an $X$-strongly incidencetransitive code with $\Delta \in \Gamma$ and $3 \leqslant|\Delta| \leqslant 2^{n-1}\left(2^{n}+\varepsilon\right)-3$. Suppose $T_{m}(q)$ is an absolutely irreducible simple group of Lie type acting on $V$ as a subgroup of $X_{\Delta}$, where $q$ is an odd prime power. This notation is fixed throughout Section 6.4 .

Our main tool in the analysis of the cross characteristic subgroups of $\operatorname{Sp}_{2 n}(2)$ are lower bounds on the linear degree of a faithful representation of a simple group of Lie type in cross characteristic.

Lemma 6.13 (Special case from 62])
Let $T$ be a nonabelian simple classical group of Lie type in odd characteristic. Then the rank of a

| T | M | $\operatorname{dim}(M)$ |
| :---: | :---: | :---: |
| $\mathrm{PSL}^{ \pm}(d, q)$ | $\Lambda^{2} W$ $S^{2} W$ $\Lambda^{3} W, d=6$ | $\begin{gathered} \hline \frac{1}{2} d(d-1) \\ \frac{1}{2} d(d+1) \\ 20 \\ \hline \end{gathered}$ |
| $\begin{gathered} \mathrm{P} \Omega^{\circ}(2 d+1, q) \\ d \geqslant 3, q \text { odd } \end{gathered}$ | $\Lambda^{2} W$ <br> Spin module, $d \leqslant 6$ | $\begin{gathered} \frac{1}{2} d(d-1) \\ 2^{d} \end{gathered}$ |
| $\mathrm{Sp}(2 d, q)$ | Section of $\Lambda^{2} W$ Spin module, $d \leqslant 6$ Section of $\Lambda^{3} W, m=3, q$ odd $T \cong \operatorname{Sp}(4,2)^{\prime}$ | $\begin{gathered} \frac{1}{2} d(d-1)-1 \text { if } \operatorname{gcd}(m, p)=1 \\ \frac{1}{2} d(d-1)-2 \text { if } p \mid m \\ 2^{d} \\ 14 \\ 3 \end{gathered}$ |
| $\mathrm{P} \Omega_{2 m}^{\varepsilon}(q)$ | Section $\Lambda^{2} W$ <br> Spin module $m \leqslant 7$ | $\begin{gathered} \frac{1}{2} d(d-1), q \text { odd } \\ \frac{1}{2} d(d-1)-\underset{\operatorname{scd}(2, m), q \text { even }}{2^{m-1}} \end{gathered}$ |

TABLE 6.2. Projective modules $M$ associated with Lemma 6.11. Note that $W$ denotes the natural module for $T$ and $q=p^{f}$.

| $T$ | $e(T)$ | Case | Exceptions |
| :---: | :---: | :---: | :---: |
| $\mathrm{PSL}_{m}(q)$ | $\frac{1}{2}(q-1)$ | $m=2$ | $e\left(\mathrm{PSL}_{2}(9)\right)=3$ |
|  | $q^{m-1}-1$ | $m \geqslant 3$ |  |
| $\mathrm{PSU}_{m}(q)$ | $\left(q^{m}-1\right) /(q+1)$ | $m \geqslant 4$ even | $e\left(\mathrm{PSU}_{4}(3)\right)=6$ |
|  | $q\left(q^{m-1}-1\right) /(q+1)$ | $m \geqslant 3$ odd |  |
| $\mathrm{PSp}_{2 m}(q)$ | $\frac{1}{2}\left(q^{m}-1\right)$ | $m \geqslant 2$ | - |
|  |  |  |  |
| $\mathrm{P} \Omega_{2 m+1}^{\circ}(q)$ | $q^{2(m-1)}-1$ | $m \geqslant 3, q>5$ | $e\left(\mathrm{P}_{7}^{\circ}(3)\right)=27$ |
|  | $q^{m-1}\left(q^{m-1}-1\right)$ | $m \geqslant 3, q=3,5$ |  |
| $\mathrm{P} \Omega_{2 m}^{+}(q)$ | $\left(q^{m-1}-1\right)\left(q^{m-2}+1\right)$ | $m \geqslant 4, q>5$ | - |
| $\mathrm{P} \Omega_{2 m}^{-}(q)$ | $\left(q^{m-2}\left(q^{m-1}-1\right)\right.$ | $m \geqslant 4, q=3,5$ |  |
|  |  | $m \geqslant 4$ | - |

Table 6.3. Minimal degrees for linear representations of the odd characteristic classical simple groups in even characteristic. See [38] for full details.
faithful representation of $T$ over a field of even characteristic is at least $e(T)$, where $e(T)$ is defined in Table 6.4

## Lemma 6.14

Let $q$ be an odd prime power and let $T=T_{m}(q)$ be a simple classical group over $\mathbb{F}_{q}$ with $m \geqslant 3$. To each possible $T$ we associate a function $b_{T}(m, q)$ as defined in Table 6.4. If $X_{\Delta}$ is almost-simple with socle $T$ then $b_{T}(m, q) \geqslant 0$.

| Case | $T_{m}(q)$ | $b_{T}(m, q)$ |
| :---: | :---: | :---: |
| $(\mathrm{a})$ | $\mathrm{PSL}_{m}(q)$ | $\log _{2}(q) m^{2}-q^{m-1}+4$ |
| $(\mathrm{~b})$ | $\mathrm{PSU}_{m}(q)$ | $\log _{2}(q) m^{2}-\frac{3}{4} q^{m-1}+\frac{15}{4}+\log _{2}(3)$ |
| $(\mathrm{c})$ | $\mathrm{PSp}_{2 m}(q)$ | $\log _{2}(q)\left(2 m^{2}-m+1\right)-\frac{1}{2} q^{m}+\frac{5}{2}$ |
| (d) | ${\mathrm{P} \Omega_{2 m}^{\varepsilon}(q)}^{\mathrm{P}_{2 m+1}^{\circ}(q)}$ | $\log _{2}(q)\left(2 m^{2}-m+1\right)-q^{2 m-4}+\log _{2}(5)+1$ |
| $\log _{2}(q)\left(2 m^{2}+m+1\right)-q^{2(m-1)}+q^{m-1}+2$ if $q=3,5$ |  |  |
| $(\mathrm{log})$ |  |  |

Table 6.4. $b_{T}(m, q)$ for the classical simple groups with $m \geqslant 3$ and $q$ an odd prime power.

Proof. By Lemma 6.3 we have $\log _{2}(|\operatorname{Aut}(T)|)-e(T)+2>0$, where $e(T)$ is provided in Table 6.4 We provide bounds $|\operatorname{Aut}(T)| \leqslant c q^{p(m)}$ in Table 6.1 so that

$$
\begin{equation*}
\log _{2}\left(c q^{p(m)}\right)-e(T)+2>0 \tag{6.6}
\end{equation*}
$$

Using Inequality 5.17) as a starting point, we have:
(a) If $T=\operatorname{PSL}_{m}(q)$ with $m \geqslant 3$ then $e(T)=q^{m-1}-1$ and $|\operatorname{Aut}(T)| \leqslant 2 q^{m^{2}}$. Inequality (5.17) implies

$$
0<\log _{2}\left(2 q^{m^{2}}\right)-\left(q^{m-1}-1\right)+2=\log _{2}(q) m^{2}-q^{m-1}+4=b(m, q)
$$

(b) If $T=\operatorname{PSU}_{m}(q)$ with $m, q \geqslant 3$ then $e(T) \geqslant q\left(q^{m-1}-1\right) /(q+1) \geqslant 3\left(q^{m-1}-1\right) / 4$ and $|\operatorname{Aut}(T)| \leqslant$ $\frac{2}{3} q^{m^{2}}$. Inequality (5.17) implies

$$
0<\log _{2}\left(\frac{2}{3} q^{m^{2}}\right)-\frac{3}{4}\left(q^{m-1}-1\right)+2=\log _{2}(q) m^{2}-\frac{3}{4} q^{m-1}+\frac{15}{4}-\log _{2}(3)=b(m, q)
$$

(c) If $T=\operatorname{PSp}_{2 m}(q)$ with $m \geqslant 2$ and $q \geqslant 3$ then $e(T)=\frac{1}{2}\left(q^{m}-1\right)$ and $|\operatorname{Aut}(T)| \leqslant q^{2 m^{2}-m+1}$. Inequality (5.17) implies

$$
0 \leqslant \log _{2}\left(q^{2 m^{2}-m+1}\right)-\frac{1}{2}\left(q^{m}-1\right)+2=\log _{2}(q)\left(2 m^{2}-m+1\right)-\frac{1}{2} q^{m}+\frac{5}{2}=b(m, q)
$$

(d) If $T=\mathrm{P} \Omega_{2 m}^{\varepsilon}(q)$ with $m \geqslant 4$ and $q \geqslant 3$ then $e(T) \geqslant\left(q^{m-1}+1\right)\left(q^{m-2}-1\right) \geqslant q^{2 m-4}$ and $|\operatorname{Aut}(T)| \leqslant \frac{10}{4} q^{2 m^{2}-m+1}$. Then Inequality 5.17 implies
$0<\log _{2}\left(\frac{10}{4} q^{2 m^{2}-m+1}\right)-q^{2 m-4}+2=\log _{2}(q)\left(2 m^{2}-m+1\right)-q^{2 m-4}+\log _{2}(5)+1=b(m, q)$.
(e) If $T=\mathrm{P} \Omega_{2 m+1}^{\circ}(q)$ with $m \geqslant 3$ and $q \geqslant 7$ then $e(T)=q^{2(m-1)}-1$ and $|\operatorname{Aut}(T)| \leqslant q^{2 m^{2}+m+1}$. Inequality 5.17 implies

$$
0 \leqslant \log _{2}\left(q^{2 m^{2}+m+1}\right)-q^{2(m-1)}+3=\log _{2}(q)\left(2 m^{2}+m+1\right)-q^{2(m-1)}+3=b(m, q)
$$

On the other hand if $q=3$ or 5 then Inequality (5.17) implies

$$
0 \leqslant \log _{2}\left(q^{2 m^{2}+m+1}\right)-q^{m-1}\left(q^{m-1}-1\right)+2=\log _{2}\left(q^{2 m^{2}+m+1}\right)-q^{2 m-2}-q^{m-1}+2=b(m, q)
$$

Therefore, for each $T_{m}(q)$ with $m \geqslant 3$ we have $b_{T}(m, q) \geqslant 0$.

## Lemma 6.15

Let $q$ be an odd prime power and $m \geqslant 3$. Then $\operatorname{soc}\left(X_{\Delta}\right) \neq \mathrm{PSL}_{m}(q)$.

Proof. Let $\Gamma \subset J\left(\mathcal{Q}^{\varepsilon}, k\right)$ be an $X$-strongly incidence-transitive code. If $T=\operatorname{PSL}_{m}(q)$ with $q$ odd and $m \geqslant 3$ then by Lemma 6.14 we must have $b(m, q) \geqslant 0$, where

$$
b(m, q)=\log _{2}(q) m^{2}-q^{m-1}+4
$$

Computing the partial derivatives of $b$ we find

$$
\begin{aligned}
\frac{\partial b}{\partial m} & =\log _{2}(q)\left(2 m-\ln (2) q^{m-1}\right) \\
\frac{\partial b}{\partial q} & =\frac{m^{2}}{\ln (2) q}+(1-m) q^{m-2}
\end{aligned}
$$

For all $m, q \geqslant 3$ we have

$$
\begin{aligned}
\frac{\partial b}{\partial q}< & 0 \Leftrightarrow \frac{m^{2}}{\ln (2) q}+(1-m) q^{m-2}<0 \Leftrightarrow \frac{m^{2}}{\ln (2) q}<(m-1) q^{m-2} \\
& \Leftrightarrow \frac{m^{2}}{\ln (2)(m-1)}<q^{m-1} \Leftrightarrow\left(\frac{m^{2}}{\ln (2)(m-1)}\right)^{\frac{1}{m-1}}<q
\end{aligned}
$$

But $m \geqslant 3$ so

$$
\frac{\partial b}{\partial q}<0 \Leftrightarrow\left(\frac{m^{2}}{\ln (2)(m-1)}\right)^{\frac{1}{m-1}} \leqslant \sqrt{\frac{9}{8 \ln (2)}} \approx 1.27<q
$$

On the other hand

$$
\frac{\partial b}{\partial m}<0 \Leftrightarrow 2 m-\ln (2) q^{m-1}<0 \Leftrightarrow\left(\frac{2 m}{\ln (2)}\right)^{\frac{1}{m-1}}<q
$$

so $\frac{\partial b}{\partial m}<0$ for all $m, q \geqslant 3$. Therefore, for all $m>m^{\prime} \geqslant 3$ and $q>q^{\prime} \geqslant 3$ we have $b\left(m^{\prime}, q^{\prime}\right)>b(m, q)$. In particular, for all $m, q \geqslant 3$ we have $b(m, q)<b(3,3) \approx-20.1<0$. This contradicts Lemma 6.14, so $\operatorname{soc}\left(X_{\Delta}\right) \neq \operatorname{PSL}_{m}(q)$ for $m, q \geqslant 3$ with $q$ an odd prime power.

## Lemma 6.16

Let $q$ be an odd prime power and $m \geqslant 3$. If $\operatorname{soc}\left(X_{\Delta}\right) \cong \operatorname{PSU}_{m}(q)$ then $(m, q)=(3,3),(3,5)$ or $(4,3)$.

Proof. Let $\Gamma \subset\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ be an $X$-strongly incidence-transitive code. If $T=\operatorname{PSU}_{m}(q)$ with $q$ odd and $m \geqslant 3$ then by Lemma 6.14 must have $b(m, q) \geqslant 0$, where

$$
b(m, q)=\log _{2}(q) m^{2}-\frac{3}{4} q^{m-1}+\frac{15}{4}-\log _{2}(3)
$$

Computing the partial derivatives of $b$ we find

$$
\begin{aligned}
\frac{\partial b}{\partial m} & =\log _{2}(q)\left(2 m-\frac{3}{4} \ln (2) q^{m-1}\right) \\
\frac{\partial b}{\partial q} & =\frac{m^{2}}{\ln (2) q}+\frac{3}{4}(1-m) q^{m-2}
\end{aligned}
$$

Then

$$
\frac{\partial b}{\partial q}<0 \Leftrightarrow \frac{m^{2}}{\ln (2) q}<\frac{3}{4}(m-1) q^{m-2} \Leftrightarrow \frac{4 m^{2}}{3 \ln (2)(m-1)}<q^{m-1} \Leftrightarrow\left(\frac{4 m^{2}}{3 \ln (2)(m-1)}\right)^{\frac{1}{m-1}}<q
$$

If $m \geqslant 4$ we have

$$
\left(\frac{4 m^{2}}{3 \ln (2)(m-1)}\right)^{\frac{1}{m-1}} \leqslant\left(\frac{64}{9 \ln (2)}\right)^{1 / 3} \approx 2.2
$$

and therefore $\frac{\partial b}{\partial q}<0$ for all $m \geqslant 4$ and $q \geqslant 3$.
Similarly,

$$
\frac{\partial b}{\partial m}<0 \Leftrightarrow 2 m<\frac{3}{4} \ln (2) q^{m-1} \Leftrightarrow\left(\frac{8 m}{3 \ln (2)}\right)^{\frac{1}{m-1}}<q
$$

Again, if $m \geqslant 4$ then

$$
\left(\frac{8 m}{3 \ln (2)}\right)^{\frac{1}{m-1}} \leqslant\left(\frac{32}{3 \ln (2)}\right)^{\frac{1}{3}} \approx 2.5
$$

so $\frac{\partial b}{\partial m}<0$ for all $m \geqslant 4$ and odd prime powers $q \geqslant 3$.
Therefore, for all $m>m^{\prime} \geqslant 4$ and $q>q^{\prime} \geqslant 3$ with $(m, q) \neq(4,3)$ we have $b\left(m^{\prime}, q^{\prime}\right)>b(m, q)$. In particular, we have $b(4,5) \approx-54.4$ and $b(5,3) \approx-19.0$, so $b(m, q)<0$ for all $m \geqslant 4$ and $q \geqslant 3$ with $(m, q) \neq(4,3)$. Additionally, if $m=3$ then, since $X_{\Delta}$ must admit a factorisation, [35, Corollary 2] implies $q=3$ or 5 .

## Lemma 6.17

Let $q$ be an odd prime power and $m \geqslant 3$. If $\operatorname{soc}\left(X_{\Delta}\right) \cong \operatorname{PSp}_{2 m}(q)$ then $(m, q)=(3,3)$ or $(4,3)$.

Proof. If $T=\operatorname{PSp}_{2 m}(q)$ and $m \geqslant 2$ then from Table 6.4 we have

$$
\begin{equation*}
b(m, q)=\log _{2}(q)\left(2 m^{2}-m+1\right)-\frac{1}{2} q^{m}+\frac{5}{2} \tag{6.7}
\end{equation*}
$$

Computing the partial derivatives of $b$ we find

$$
\begin{aligned}
\frac{\partial b}{\partial m} & =\frac{1}{2} \log _{2}(q)\left(8 m-2-\ln (2) q^{m}\right) \\
\frac{\partial b}{\partial q} & =\frac{2 m^{2}-m+1}{\ln (2) q}-\frac{m q^{m-1}}{2}
\end{aligned}
$$

If $m, q \geqslant 3$ but $(m, q) \neq(3,3)$ or $(4,3)$ then $\frac{\partial b}{\partial m}<0$. On the other hand we have

$$
\frac{\partial b}{\partial q}<0 \Leftrightarrow \frac{2 m^{2}-m+1}{\ln (2) q}<\frac{m q^{m-1}}{2} \Leftrightarrow \frac{2 m^{2}-m+1}{\ln (2) m}<q^{m} \Leftrightarrow\left(\frac{2 m^{2}-m+1}{\ln (2) m}\right)^{\frac{1}{m}}<q
$$

So $\frac{\partial b}{\partial q}<0$ if and only if $\left(\frac{2 m^{2}-m+1}{\ln (2) m}\right)^{\frac{1}{m}}<q$. In particular, if $m \geqslant 3$ then $q>\left(\frac{18-3+1}{\ln (2) 3}\right)^{\frac{1}{3}} \approx 2.0$ is sufficient to ensure $\frac{\partial b}{\partial q}<0$. In particular, $b(3,5) \approx-23.0, b(4,5) \approx-242.7$ and $b(5,3) \approx-46.1$. This contradicts Lemma 6.14 unless $(m, q)=(3,3)$ or $(4,3)$.

## Lemma 6.18

Let $q$ be an odd prime power and $m \geqslant 4$. Then $\operatorname{soc}\left(X_{\Delta}\right) \neq \mathrm{P} \Omega_{2 m}^{\varepsilon}(q)$.

Proof. If $T=\mathrm{P} \Omega_{2 m}^{\varepsilon}(q)$ and $m \geqslant 4$ then we have

$$
\begin{equation*}
b(m, q)=\log _{2}(q)\left(2 m^{2}-m+1\right)-q^{2 m-4}+\log _{2}(5)+1 \tag{6.8}
\end{equation*}
$$

Computing the partial derivatives of $b$ we find

$$
\begin{aligned}
\frac{\partial b}{\partial m} & =\log _{2}(q)\left(4 m-1-2 \ln (2) q^{2 m-4}\right) \\
\frac{\partial b}{\partial q} & =\frac{2 m^{2}-m+1}{\ln (2) q}+(4-2 m) q^{2 m-5}
\end{aligned}
$$

Since $m \geqslant 4$ and $q \geqslant 3$, we have

$$
\frac{\partial b}{\partial q}<0 \Leftrightarrow \frac{2 m^{2}-m+1}{\ln (2)(2 m-4)}<q^{2 m-4} \Leftrightarrow\left(\frac{2 m^{2}-m+1}{\ln (2)(2 m-4)}\right)^{\frac{1}{2 m-4}}<q
$$

In particular, since $m \geqslant 4$ we have

$$
\left(\frac{2 m^{2}-m+1}{\ln (2)(2 m-4)}\right)^{\frac{1}{2 m-4}} \leqslant\left(\frac{29}{4 \ln (2)}\right)^{\frac{1}{4}} \approx 1.8
$$

so $\frac{\partial b}{\partial q}<0$ for all $m \geqslant 4$ and $q \geqslant 3$. Similarly, we have

$$
\frac{\partial b}{\partial m}<0 \Leftrightarrow \frac{4 m-1}{2 \ln (2)}<q^{2 m-4} \Leftrightarrow\left(\frac{4 m-1}{2 \ln (2)}\right)^{\frac{1}{2 m-4}}<q
$$

In particular, since $m \geqslant 4$ we have

$$
\left(\frac{4 m-1}{2 \ln (2)}\right)^{\frac{1}{2 m-4}} \leqslant\left(\frac{15}{2 \ln (2)}\right)^{\frac{1}{4}} \approx 1.8
$$

so $\frac{\partial b}{\partial m}<0$ for all $m \geqslant 4$ and $q \geqslant 3$.
Therefore, for all $m \geqslant 4$ and $q \geqslant 3$ we have $b(m, q)<b(4,3) \approx-31.7$. This contradicts Lemma 6.14. so $\operatorname{soc}\left(X_{\Delta}\right) \neq \mathrm{P} \Omega_{2 m}^{\varepsilon}(q)$ for any $m \geqslant 4$ and odd prime power $q \geqslant 3$.

## Lemma 6.19

Let $m \geqslant 3$ and $q=3$ or 5 . Then $\operatorname{soc}\left(X_{\Delta}\right) \neq \mathrm{P} \Omega_{2 m+1}^{\circ}(q)$.

Proof. If $T=\mathrm{P} \Omega_{2 m+1}^{\circ}(q)$ and $m \geqslant 3$ then from Table 6.4 we have

$$
\begin{equation*}
b(m)=\log _{2}(q)\left(2 m^{2}+m+1\right)-q^{2(m-1)}+q^{m-1}+2 \tag{6.9}
\end{equation*}
$$

where $q$ is treated as a parameter. Computing the derivative of $b$ we find

$$
\frac{d b}{d m}=\log _{2}(q)\left(4 m+1-\ln (2) q^{m-1}\left(2 q^{m-1}-1\right)\right)
$$

Since $m, q \geqslant 3$ we have

$$
\begin{equation*}
\frac{d b}{d m}<0 \Leftrightarrow \frac{4 m+1}{\ln (2)}<q^{m-1}\left(2 q^{m-1}-1\right) . \tag{6.10}
\end{equation*}
$$

Now, note that

$$
\begin{equation*}
q^{m-1}\left(2 q^{m-1}-1\right)>q^{2 m-2} \Leftrightarrow 2 q^{m-1}-1>q^{m-1} \Leftrightarrow q^{m-1}>1 . \tag{6.11}
\end{equation*}
$$

Since $m, q \geqslant 3$ we have $q^{m-1}>1$ and therefore, combining Inequalities 6.11 and 6.10 we have

$$
\begin{equation*}
\frac{4 m+1}{\ln (2)}<q^{2 m-2} \Rightarrow \frac{d b}{d m}<0 . \tag{6.12}
\end{equation*}
$$

We have

$$
\frac{4 m+1}{\ln (2)}<q^{2 m-2} \Leftrightarrow\left(\frac{4 m+1}{\ln (2)}\right)^{\frac{1}{2 m-2}}<q
$$

In particular, since $m \geqslant 3$ and $q=3$ or 5 , we have

$$
\left(\frac{4 m+1}{\ln (2)}\right)^{\frac{1}{2 m-2}} \leqslant\left(\frac{13}{\ln (2)}\right)^{\frac{1}{4}}<2.1<q
$$

Therefore $\frac{d b}{d m}<0$ for $m, q \geqslant 3$. Therefore, for all $m \geqslant 3$ we have $b(m) \leqslant b(3) \approx-31.7$ and -554.3 , for $q=3$ and 5 respectively. This contradicts Lemma 6.14. so $\operatorname{soc}\left(X_{\Delta}\right) \neq \mathrm{P} \Omega_{2 m+1}^{\circ}(3)$ or $\mathrm{P} \Omega_{2 m+1}^{\circ}(5)$ for any $m \geqslant 3$.

## Lemma 6.20

Let $q \geqslant 7$ be an odd prime power and let $m \geqslant 3$. Then $\operatorname{soc}\left(X_{\Delta}\right) \neq \mathrm{P} \Omega_{2 m+1}^{\circ}(q)$.

Proof. If $T=\mathrm{P} \Omega_{2 m+1}^{\circ}(q)$ and $m \geqslant 3$ then from Table 6.4 we have

$$
\begin{equation*}
b(m, q)=\log _{2}(q)\left(2 m^{2}+m+1\right)-q^{2(m-1)}+3 \tag{6.13}
\end{equation*}
$$

Computing the partial derivatives of $b$ we find

$$
\begin{aligned}
\frac{\partial b}{\partial m} & =\log _{2}(q)\left(4 m+1-2 \ln (2) q^{2 m-4}\right) \\
\frac{\partial b}{\partial q} & =\frac{2 m^{2}+m+1}{\ln (2) q}-(2 m-2) q^{2 m-3}
\end{aligned}
$$

For $m \geqslant 3$ and $q \geqslant 7$ we have

$$
\frac{\partial b}{\partial q}<0 \Leftrightarrow \frac{2 m^{2}+m+1}{\ln (2) q}<(2 m-2) q^{2 m-3} \Leftrightarrow\left(\frac{2 m^{2}+m+1}{\ln (2)(2 m-2)}\right)^{\frac{1}{2 m-2}}<q
$$

Since $m \geqslant 3$, we have

$$
\left(\frac{2 m^{2}+m+1}{\ln (2)(2 m-2)}\right)^{\frac{1}{2 m-2}} \leqslant\left(\frac{22}{4 \ln (2)}\right)^{\frac{1}{4}} \approx 1.7
$$

so $\frac{\partial b}{\partial q}<0$ for all $q \geqslant 7$. Similarly, we have

$$
\frac{\partial b}{\partial m}<0 \Leftrightarrow 4 m+1<2 \ln (2) q^{2 m-4} \Leftrightarrow\left(\frac{4 m+1}{2 \ln (2)}\right)^{\frac{1}{2 m-4}}<q
$$

Since $m \geqslant 3$, we have

$$
\left(\frac{4 m+1}{2 \ln (2)}\right)^{\frac{1}{2 m-4}} \leqslant\left(\frac{13}{2 \ln (2)}\right)^{\frac{1}{4}} \approx 1.7
$$

so $\frac{\partial b}{\partial m}<0$ for all $q \geqslant 7$. Therefore, for all $m \geqslant 3$ and odd prime powers $q \geqslant 7$, we have $b(m, q) \leqslant$ $b(3,7) \approx-2336$. This contradicts Lemma 6.14, so $\operatorname{soc}\left(X_{\Delta}\right) \neq \mathrm{P} \Omega_{2 m+1}^{\circ}(q)$ for any $m \geqslant 3$ and $q \geqslant 7$.

## Lemma 6.21

Let $q$ be an odd prime power with $q>50$. Then $\operatorname{soc}\left(X_{\Delta}\right) \neq P S L_{2}(q)$.

Proof. Suppose $\Gamma$ is $X$-strongly incidence-transitive. If $T=\operatorname{PSL}(2, q)$ we have $|\operatorname{Aut}(T)|=$ $q f\left(q^{2}-1\right) \leqslant q^{4}$ and from Table 6.4. $e(T)=\frac{1}{2}(q-1)$. Applying Lemma 6.3 we have $q^{4} \geqslant|\operatorname{Aut}(T)|>$ $2^{n-2} \geqslant 2^{e(T)-2}$. Therefore

$$
\begin{equation*}
4 \log _{2}(q)>e(T)-2=\frac{1}{2}(q-1) \tag{6.14}
\end{equation*}
$$

Let $b(q)=4 \log _{2}(q)-\frac{1}{2} q+\frac{5}{2}$. Then Inequality 6.14) implies $b(q)>0$. The derivative of $b(q)$ is

$$
\frac{d b}{d m}=\frac{1}{\ln (2) q}-\frac{1}{2}
$$

and therefore $q \geqslant 3$ implies $b(q)$ is decreasing. In particular, if $q>50$ then we have $b(q)<b(51) \approx$ -0.31 . Therefore $\operatorname{soc}\left(X_{\Delta}\right) \neq \mathrm{PSL}_{2}(q)$ for odd prime powers $q>50$.

It seems reasonable to suspect that the nonexistence of Jordan-Steiner type codes with $\operatorname{soc}\left(X_{\Delta}\right)=$ $\operatorname{PSL}_{2}(q)$ with $q \leqslant 50$ can be checked computationally. This is currently an open problem. Note that the factorisations of $\mathrm{PSL}_{2}(q)$ enumerated in [35 may provide hints towards a solution.

### 6.5. Some loose ends in the odd characteristic case

Several cases remain open; it is currently unknown whether there exists $X$-strongly incidence-transitive codes of Jordan-Steiner type with $\operatorname{soc}\left(X_{\Delta}\right)$ equal to one of $\operatorname{PSU}_{3}(3), \mathrm{PSU}_{3}(5), \mathrm{PSU}_{4}(3), \mathrm{PSp}_{4}(q)$, $\operatorname{PSp}_{6}(3), \operatorname{PSU}_{8}(3)$, or with $\operatorname{soc}\left(X_{\Delta}\right)=\operatorname{PSL}_{2}(q)$ with $q<50$.

We use GAP 59 to eliminate some of the open cases from Section 6.4. Let $X=\operatorname{Sp}_{2 n}(2)$ and let $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ be an $X$-strongly incidence-transitive code. We denote the natural module of $X$ by $V \cong \mathbb{F}_{2}^{2 n}$. Let $\Delta \in \Gamma$ and suppose $X_{\Delta}$ is almost simple with $T=\operatorname{soc}\left(X_{\Delta}\right)$. Our treatment is similar in each case. A rough outline is as follows:
(a) Use Program D. 1 to compute the largest value of $n$ such that $|\operatorname{Aut}(T)| \geqslant 2^{n-1}\left(2^{n}-1\right)$.
(b) Use the Atlas of Brauer Characters [63] or GAP [59] to find the absolutely irreducible 2-modular representations of symplectic, but not orthogonal type with dimension compatible with part (a).
(c) Use Program D. 2 to compute the values of $k \in[2: v / 2]$ such that $k(v-k)$ divides $\left|X_{\Delta}\right|$.

## Example 6.22

We analyse the case $X_{\Delta}=\operatorname{PSU}_{3}(3)$. By [38, Table 5.3.A], the minimum degree of an absolutely irreducible $\mathbb{F}_{2} T$-module is 6 . Moreover, $\left|X_{\Delta}\right|$ is divisible by $|\bar{\Delta}| \geqslant 2^{n-2}\left(2^{n}-1\right)$, so $|\operatorname{Aut}(T)| \geqslant$ $2^{n-2}\left(2^{n}-1\right)$. This implies the dimension of $V$ is at most 14 . By 63 , the only absolutely irreducible representation of $\mathrm{PSU}_{3}(3)$ in characteristic two which preserves a symplectic form, but is fixed point free on $\mathcal{Q}^{\varepsilon}$, occurs in dimension 6 . However Lemma 6.5 shows that there are no $X$-strongly incidencetransitive codes associated with the maximal subgroup $G_{2}(2) \cong \operatorname{PSU}_{3}(3)$ of $\operatorname{Sp}_{6}(2)$.

## Example 6.23

We analyse the case $\operatorname{soc}\left(X_{\Delta}\right)=\operatorname{PSU}_{3}(5)$. Since $\left|X_{\Delta}\right|$ is divisible by $|\bar{\Delta}| \geqslant 2^{n-2}\left(2^{n}-1\right)$, so $|\operatorname{Aut}(T)| \geqslant$ $2^{n-2}\left(2^{n}-1\right)$. This implies the dimension of $V$ is at most 20 . By 63, the only absolutely irreducible representation of $U_{3}(5)$ in characteristic two which preserves a symplectic form, but is fixed point free on $\mathcal{Q}^{\varepsilon}$, occurs in dimension 20. However, Program D.2 shows that there are no values of $k$ such that $k(v-k)$ divides $|\operatorname{Aut}(T)|$. Therefore no $X$-strongly incidence-transitive codes arise in this case.

## Example 6.24

We analyse $T=\operatorname{PSp}_{6}(3)$. We must have $|\operatorname{Aut}(T)| \geqslant 2^{n-1}\left(2^{n}-1\right)$, so Program D. 1 implies $\operatorname{dim}(V) \leqslant$ 34. The 2-modular character table of $T$ is available in GAP [59. There are no 2-modular representations of $T$ of even dimension at most 34 . Therefore no codes of interest arise in this case.

### 6.6. Sporadic simple groups

Suppose $\Gamma \subset\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ is $X$-strongly incidence-transitive and for $\Delta \in \Gamma, \operatorname{soc}\left(X_{\Delta}\right)$ is a sporadic simple group. The factorisations of the sporadic simple groups and their automorphisms are enumerated in [36. We use this information to show such a code does not exist. The majority Section 6.6 follows from GAP calculations. The relevant code is available from 64.

## Theorem 6.25

Let $X=\operatorname{Sp}_{2 n}(2)$ and let $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ be an $X$-strongly incidence-transitive code. Let $\Delta$ be a codeword of $\Gamma$. Then $\operatorname{soc}\left(X_{\Delta}\right)$ is not a sporadic simple group.

Proof. The factorisations of the sporadic simple groups and their automorphism groups are enumerated in [36, Tables $1,2,3]$. We begin by considering five factorisations $G=A B$ where $B$ is not known explicitly. Suppose $G=X_{\Delta}, A=X_{\Delta, \varphi}$ and $B=X_{\Delta, \psi}$ for $(\varphi, \psi) \in \Delta \times \bar{\Delta}$. If $G=A B$ with $B \leqslant C$, write $\kappa=|C: B|$. Recall from Lemma 6.2 that $\nu_{o}(|G: A|+|G: B|)=\nu_{e}(|G: A|+|G: B|) \pm 1$, where $\nu_{e}$ and $\nu_{o}$ denote the even and odd parts of a given integer.
(a) Suppose $G=C o_{1}, A=C o_{3}$ and $G_{2}(4) .2 \leqslant B \leqslant\left(A_{4} \times G_{2}(4)\right) .2$. We know $\left|G_{2}(4) .2\right|$ divides $|B|$, which in turn divides $\left(A_{4} \times G_{2}(4)\right) .2$, therefore $\left|B: G_{2}(4) .2\right|$ divides 12 . For each divisor, a GAP [59] computation yields a contradiction to Lemma 6.2.
(b) Suppose $G=C o_{1}, A=C o_{2}$ and $G_{2}(4) \leqslant B \leqslant\left(A_{4} \times G_{2}(4)\right) .2$. We have $|G: A|+|G: B|=$ $2^{3}\left(12285+2^{3} \cdot 10758825 \kappa\right)$, but $12285+2^{3} \cdot 10758825 \kappa>2^{3} \pm 1$ for all $\kappa \in \mathbb{Z}^{+}$. This contradicts Lemma 6.2
(c) Suppose $G=\operatorname{Aut}(H S), A=M_{22} .2$ and $B \leqslant 5_{+}^{1+2}\left[2^{5}\right]$. We have $|G: A|+|G: B|=2^{2}(25+5544 \kappa)$, but $25+5544 \kappa>2^{2} \pm 1$ for all $\kappa \in \mathbb{Z}^{+}$. This contradicts Lemma 6.2
(d) Suppose $G=\operatorname{Aut}(H e), A=\mathrm{Sp}_{4}(4) .4$ and $B \leqslant 7_{+}^{1+2} \rtimes\left(S_{3} \times C_{6}\right)$. Here we have $|G: A|+|G: B|=$ $2\left(1029+2^{8} \cdot 1275 \kappa\right)$, but $1029+2^{8} \cdot 1275 \kappa>2 \pm 1$ for all $\kappa \in \mathbb{Z}^{+}$. This contradicts Lemma 6.2 .
(e) Suppose $G=\operatorname{Aut}\left(J_{2}\right), A=\operatorname{PSU}_{3}(3) .2$ and $B \leqslant 5^{2} \rtimes\left(C_{4} \times S_{3}\right)$. We have $|G: A|+|G: B|=$ $2^{2}\left(25+2^{3} \cdot 63 \kappa\right)$, but $25+2^{3} \cdot 63 \kappa>2^{2} \pm 1$ for all $\kappa \in \mathbb{Z}^{+}$. This contradicts Lemma 6.2 ,

Therefore none of the factorisations in cases (a)-(e) above are associated with a Jordan-Steiner action. For the remaining factorisations of the sporadic simple groups and their automorphism groups, both factors are known explicitly. These are eliminated with GAP [59] (see [64]). Therefore $\operatorname{soc}\left(X_{\Delta}\right)$ is not a sporadic simple group.

## CHAPTER 7

## Affine type strongly incidence-transitive codes over $\mathbb{F}_{2}$

### 7.1. Introduction

Let $\mathcal{V}$ be an $n$-dimensional vector space over $\mathbb{F}_{q}$. For each $w \in \mathcal{V}$, denote by $t_{w}$ the translation defined by $v^{t_{w}}=v+w$ for all $v \in \mathcal{V}$. Denote by $T$ the group of all translations of $\mathcal{V}$, and by $\mathrm{A}_{n}(q)=T \rtimes \Gamma \mathrm{~L}_{n}(q)$ the group of all affine semilinear transformations of $\mathcal{V}$. By an $X$-strongly incidence-transitive code of affine type, we mean an $X$-strongly incidence-transitive code $\Gamma \subset J(\mathcal{V}, k)$, where $T \triangleleft X \leqslant A \Gamma L_{n}(q)$ and $X$ acts 2-transitively on $\mathcal{V}$. We assume throughout that $n \geqslant 3$ and $2 \leqslant k \leqslant n-2$. The articles [1. Section 6] and [28] together provide a classification of affine-type $X$-strongly incidence-transitive codes, provided that $q \neq 2$. For the remainder of the Chapter we set $q=2$ and investigate some of the possibilities.

## Definition 7.1

Let $\Gamma$ be an $X$-strongly incidence-transitive code of affine type. We define $\mathcal{M}_{\Gamma}=\left\{T \cap X_{\Delta} \mid \Delta \in \Gamma\right\}$, and for each $M \in \mathcal{M}_{\Gamma}$ we define $\Gamma_{M} \subseteq \Gamma$ by $\Gamma_{M}=\left\{\Delta \in \Gamma \mid T \cap X_{\Delta}=M\right\}$. We refer to the elements of $\mathcal{P}=\left\{\Gamma_{M} \subseteq \Gamma \mid M \in \mathcal{M}_{\Gamma}\right\}$ as the components of $\Gamma$. We call $\Gamma$ an $X$-single-component code if for all $\Delta_{1}, \Delta_{2} \in \Gamma$ we have $T \cap X_{\Delta_{1}}=T \cap X_{\Delta_{2}}$. We call $\Gamma$ an $X$-translation-free code if $T \cap X_{\Delta}$ is the trivial group for all $\Delta \in \Gamma$.

When there is little ambiguity, we write $\mathcal{M}=\mathcal{M}_{\Gamma}$ and $\mathcal{P}=\mathcal{P}_{\Gamma}$. In Section 7.2 we construct a projection from a single-component code onto a translation-free code. In Section 7.3 we classify the translation-free codes and provide one possible method for lifting a translation-free code to a singlecomponent code. The classification of all affine-type strongly incidence-transitive codes with $q=2$ remains an open problem.

We fix the following notation throughout Chapter $7, \mathcal{V}=\mathbb{F}_{2}^{n}$ and $\mathcal{V}^{\#}=\mathcal{V} \backslash\{0\}, X$ is a subgroup of $\mathrm{AGL}_{n}(2)$ which contains the translation group $T$ and acts 2-transitively on $\mathcal{V}$, and $\Gamma \subset\binom{\mathcal{V}}{k}$ is an $X$-strongly incidence-transitive code. Note that for all $\Delta \in \Gamma, T_{\Delta}=X_{\Delta} \cap T$ is a normal subgroup of $X_{\Delta}$ and $T X_{\Delta} / T \cong X_{\Delta} / T_{\Delta}$ is isomorphic to a subgroup of GL ${ }_{n}(2)$.

## Lemma 7.2

Let $\Gamma \subset\binom{\mathcal{V}}{k}$ be an $X$-strongly incidence-transitive code of affine-type.
(a) The set of components $\mathcal{P}=\left\{\Gamma_{M} \mid M \in \mathcal{M}\right\}$ is a system of imprimitivity preserved by $X$, and the action of $X$ on the parts of $\mathcal{P}$ is equivalent to the transitive action of $X$ on $\mathcal{M}$.
(b) For each $M \in \mathcal{M}, \Gamma_{M}$ is an $N_{X}(M)$-strongly incidence-transitive code in $J(\mathcal{V}, k)$.
(c) We have $N_{X}(M)=T \rtimes N_{X_{0}}(M),|\mathcal{M}|=\left|X: N_{X}(M)\right|=\left|X_{0}: N_{X_{0}}(M)\right|$, and $\left|\Gamma_{M}\right|=\mid N_{X}(M)$ : $X_{\Delta} \mid$.

Proof. (a) Clearly $\Gamma$ is a disjoint union $\cup_{M \in \mathcal{M}} \Gamma_{M}$. For $x \in X$ and $\Delta \in \Gamma_{M}$, the codeword $\Delta^{\prime}:=\Delta^{x}$ is such that $T_{\Delta^{\prime}}=T \cap X_{\Delta^{\prime}}=T \cap X_{\Delta}^{x}=T_{\Delta}^{x}$. Therefore for each $M \in \mathcal{M}$ we have

$$
\begin{aligned}
\left(\Gamma_{M}\right)^{x} & =\left\{\Delta^{x} \in \Gamma \mid T_{\Delta}=M\right\}=\left\{\Delta \in \Gamma \mid T_{\Delta^{x^{-1}}}=M\right\} \\
& =\left\{\Delta \in \Gamma \mid\left(T_{\Delta}\right)^{x^{-1}}=M\right\}=\left\{\Delta \in \Gamma \mid T_{\Delta}=M^{x}\right\}=\Gamma_{M^{x}}
\end{aligned}
$$

Therefore $\left(\Gamma_{M}\right)^{x} \in \mathcal{P}$ and the action of $X$ on the parts of $\mathcal{P}$ is equivalent to the transitive action of $X$ on $\mathcal{M}$.
(b) Let $M \in \mathcal{M}$. Part (a) implies $\Gamma_{M}$ is a block of imprimitivity in the transitive action of $X$ on $\Gamma$, and the stabiliser of $\Gamma_{M}$ is $N_{X}(M)$. Since, for a transitive action, the setwise stabiliser of a block acts transitively on the points of the block, we have that $N_{X}(M)$ is transitive on $\Gamma_{M}$. If $\Delta \in \Gamma_{M}$, then $X_{\Delta} \leqslant N_{X}(M) \leqslant X$ so $X_{\Delta}$ is also the stabiliser of $\Delta$ in the action of $N_{X}(M)$ on $\Gamma_{M}$. Since $X_{\Delta}$ is transitive on $\Delta \times \bar{\Delta}$, it follows that $\Gamma_{M}$ is an $N_{X}(M)$-strongly incidence-transitive code.
(c) The translation group $T$ centralises $M$, so $T \leqslant N_{X}(M)$, and hence $N_{X}(M)=T \rtimes N_{X_{0}}(M)$. Note also that $T$ acts trivially on $\mathcal{M}$, so $|\mathcal{M}|=\left|X: N_{X}(M)\right|=\left|X_{0}: N_{X_{0}}(M)\right|$. Finally $\left|\Gamma_{M}\right|=$ $|\Gamma| /|\mathcal{M}|=\left|N_{X}(M): X_{\Delta}\right|$.

### 7.2. Single-component strongly incidence-transitive codes

In Section 7.2 we show that every single-component strongly incidence-transitive code of affine type can be projected onto a translation-free strongly incidence-transitive code which is also of affine type.

## Lemma 7.3

If $\Gamma=\Gamma_{M} \subset\binom{\mathcal{V}}{k}$ is an $X$-single-component code then $M$ is a normal subgroup of $X$ and the set of $M$-orbits in $\mathcal{V}$ is a system of imprimitivity preserved by $X$. Moreover, the $M$-orbits in $\mathcal{V}$ are the translations of the subspace $U=\left\{m \in \mathcal{V} \mid t_{m} \in M\right\}$.

Proof. First, Lemma 7.2 implies $\Gamma=\Gamma_{M}$ if and only if $|\mathcal{M}|=\left|X: N_{X}(M)\right|=1$ if and only if $N_{X}(M)=X$ if and only if $M \triangleleft X$. By Definition 7.1. $M$ leaves each $\Delta \in \Gamma$ invariant. Since each codeword is a proper subset of $\mathcal{V}, M \neq T$ and $M$ is an intransitive normal subgroup of $X$. Therefore the set of $M$-orbits in $\mathcal{V}$ is a system of imprimitivity preserved by the action of $X$. For all $v \in \mathcal{V}$ we have $v^{M}=\left\{v+m \mid t_{m} \in M\right\}=v+\left\{m \mid t_{m} \in M\right\}=v+U$. Finally, $u, v \in U$ if and only if $t_{u}, t_{v} \in M$ if and only if $t_{u+v} \in M$ if and only if $u+v \in U$, that is, $U$ is a subspace of $\mathcal{V}$ and the $M$-orbits are translates of $U$.

Of course, if $M$ is the trivial group then the system of imprimitivity constructed in Lemma 7.3 is also trivial.

Construction 7.4 ([1], Example 4.4)
Input: A set $\mathcal{V}$ of $v$ points, a partition $\mathcal{U}$ of $\mathcal{V}$ into $b$ parts, each of size $a$ with $a, b>1$, and a code $\Gamma$ in $J\left(b, k_{0}\right)$ with point set $\mathcal{U}$.
Output: A code $\widehat{\Gamma}$ in $J(v, k)$ with $v=a b$ and $k=b k_{0}$.
Description: For each $\Delta \in \Gamma$ define $\widehat{\Delta} \in\binom{\mathcal{V}}{k}$ by $\widehat{\Delta}:=\bigcup_{U \in \Delta} U$ where with $k=k_{0} b$. Return $\widehat{\Gamma}:=\{\widehat{\Delta} \mid \Delta \in \Gamma\}$.

Lemma 7.5 ([1], Lemma 7.6)
Let $\Gamma \subseteq\binom{\mathcal{U}}{k_{0}}$ and let $\widehat{\Gamma}$ denote the code obtained by applying Construction 7.4 to $\Gamma$. Let $A=$ $\operatorname{Aut}(\Gamma) \cap \operatorname{Sym}(\mathcal{U})$. Then $\operatorname{Aut}(\widehat{\Gamma})$ contains $S_{a} \prec A$ and $\delta(\widehat{\Gamma})=a \delta(\Gamma)$. Further, we have the following:
(a) If $\Gamma$ is $A$-strongly incidence-transitive then $\widehat{\Gamma}$ is $\left(S_{a}\right.$ 乙 $A$ )-strongly incidence-transitive, and either $\Gamma=\binom{\mathcal{U}}{k_{0}}$ or $\delta(\Gamma) \geqslant 2$.
(b) If $S_{a} 乙 A$ is neighbour-transitive on $\widehat{\Gamma}$ then either $\Gamma$ is $A$-strongly incidence-transitive, or $a=2$ and $\delta(\Gamma)=1$.

## Lemma 7.6

Suppose $\Gamma=\Gamma_{M} \subset\binom{\mathcal{V}}{k}$ is an $X$-single-component code and $M$ is nontrivial and $\Delta \in \Gamma$. Then either $\Delta$ or $\bar{\Delta}$ is an affine flat, or $\Gamma$ arises as the output of Construction 7.4 applied to a code in $J(v /|M|, k /|M|)$.

Proof. Let $\mathcal{U}$ denote the set of $M$-orbits in $\mathcal{V}$ and let $a=2^{\ell}$ and $b=2^{n-\ell}$. By Lemma 7.3, $\mathcal{U}$ is a system of imprimitivity preserved by $X$, and therefore Lemma 1.21 implies that each $\Delta \in \Gamma$ is a union blocks of imprimitivity in $\mathcal{U}$. In particular, [1, Proposition 4.7] implies that $\Gamma$ arises from [1, Examples 4.1 or 4.4]. The only code from [1, Example 4.1] for which codewords are unions of M-orbits come from Line 1 of [1, Table 3] where $\Delta$ (or $\bar{\Delta}$ ) is an $M$-orbit, and hence codewords (or their complements) are $\ell$-flats. The codes from [1, Example 4.4] all arise from Construction 7.4 , where the input code is in $J\left(\mathcal{U}, k / 2^{\ell}\right)$.

We provide some further details in the case that $\Delta$ is an affine flat in Appendix C. 3 For the remainder of Chapter 7 we focus our attention on codes which arise as the output of Construction 7.4 .

## Definition 7.7

Let $\Delta \subset \mathcal{V}$ and let $L$ be a $\ell$-flat in $\mathrm{AG}_{n}(2)$. We call $L$ a $\Delta$-shared $\ell$-flat if $L \cap \Delta$ and $L \cap \bar{\Delta}$ are nonempty. If $v \in \mathcal{V}^{\#}$ then we use $\langle v\rangle^{T}$ to denote the parallel class of affine 1-flats which contains the 1-dimensional subspace of $\mathcal{V}$ spanned by $v$.

## Lemma 7.8

Let $\mathcal{V}=\mathbb{F}_{2}^{n}$ and let $\Gamma=\Gamma_{M} \subset\binom{\mathcal{V}}{k}$ be an $X$-single-component code. Let $\Delta \in \Gamma$ and $U=\left\{m \in \mathcal{V} \mid t_{m} \in\right.$ $M\}$. Then:
(a) $v \in U^{\#}$ if and only if the parallel class $\langle v\rangle^{T}$ contains no $\Delta$-shared 1-flats, and
(b) $X_{\Delta}$ acts transitively on the set $\mathcal{D}=\left\{\langle v\rangle^{T} \mid v \in \mathcal{V} \backslash U\right\}$.

Proof. By Lemma 7.2, $N_{X}(M)=T \rtimes Y_{0}$, where $Y_{0}=N_{X_{0}}(M)$. Recall that $X_{\Delta} \leqslant N_{X}(M)$.
(a) Suppose $v \in U^{\#}$. Then $t_{v} \in M=T_{\Delta}$, and for all $u \in \Delta$ we have $u^{t_{v}}=u+v \in \Delta$. In other words, if $u \in \Delta$ then $\{u, u+v\} \subseteq \Delta$, so $\langle v\rangle^{T}$ contains no $\Delta$-shared 1-flats. Conversely, suppose that $\langle v\rangle^{T}$ contains no shared 1-flats. Then for all $u \in \Delta,\langle v\rangle^{t_{u}}=\{u, v+u\}$ is contained in $\Delta$, so $u^{t_{v}}=u+v \in \Delta$ for all $u \in \Delta$, and hence $t_{v} \in T_{\Delta}$. Therefore $v \in U^{\#}$.
(b) Let $\langle u\rangle^{T},\langle v\rangle^{T}$ be two members of $\mathcal{D}$. By part (a), each contains a $\Delta$-shared 1-flat, so there exists $a, c \in \Delta$ and $b, d \in \bar{\Delta}$ such that $\{a, b\},\{c, d\}$ are $\Delta$-shared 1-flats in $\langle u\rangle^{T},\langle v\rangle^{T}$, respectively. Since $\Gamma_{M}$ is $N_{X}(M)$-strongly incidence-transitive, by Lemma 7.2 there exists $x \in N_{X}(M)$ such that $(a, b)^{x}=(c, d)$, and hence $\left(\langle u\rangle^{T}\right)^{x}=\langle v\rangle^{T}$.

## Theorem 7.9

Let $\Gamma=\Gamma_{M} \subset\binom{\mathcal{V}}{k}$ be an $X$-single-component code with $|M|=2^{\ell} \neq 1$ and let $\mathcal{U}$ denote the set of $M$-orbits in $\mathcal{V}$. For each $\Delta \in \Gamma$, define $\check{\Delta} \in(\underset{k /|M|}{\mathcal{U}})$ to be the set of $M$-orbits contained in $\Delta$, and define $\check{\Gamma}:=\{\check{\Delta} \mid \Delta \in \Gamma\}$. Let $U=\left\{m \in \mathcal{V} \mid t_{m} \in M\right\}$. The following hold:
(a) $\check{\Gamma}$ is an $N_{X}(M) / M$-strongly incidence-transitive code in $J\left(\mathcal{V} / U, k / 2^{\ell}\right)$.
(b) Let $Z=\left\langle T, X_{\Delta}\right\rangle=T \rtimes Z_{0}$. Then $Z_{0}$ is transitive on the sets $\mathcal{D}=\left\{\langle v\rangle^{T} \mid v \in \mathcal{V} \backslash U\right\}$ and $\mathcal{V} \backslash U$.
(c) $N_{X}(M) / M \cong(T / M) \rtimes N_{X_{0}}(M)$ is a 2-transitive subgroup of $\operatorname{AGL}(\mathcal{V} / U)$, and $\check{\Gamma}$ is translation-free.

Proof. First, note that if $\Delta \in \Gamma$ then Lemma 7.3 implies that $\check{\Delta}$ is well defined. Then we have:
(a) By definition, $M$ fixes each element of $\mathcal{U}$, so the quotient group $N_{X}(M) / M$ acts on $\check{\Gamma}$. Moreover, $N_{X}(M)$ is transitive on $\Gamma_{M}$ and therefore $N_{X}(M) / M$ acts transitively on $\check{\Gamma}$. Let $\check{\Delta} \in \check{\Gamma}$, and let $\Delta:=\cup_{U+v \in \check{\Delta}}(U+v)$, so $\Delta \in \Gamma_{M}$. Now, $X_{\Delta} \leqslant N_{X}(M)$ and $X_{\Delta}$ is transitive on $\Delta \times \bar{\Delta}$, so it follows that $X_{\Delta}$ induces a transitive action on $\check{\Delta} \times(\mathcal{U} \backslash \check{\Delta})$. This proves part (a).
(b) Let $Z=\left\langle T, X_{\Delta}\right\rangle=T \rtimes Z_{0}$ and note $Z_{0} \leqslant N_{X_{0}}(M)$. Since $T$ acts trivially on $\mathcal{D}$, it follows that $Z=\left\langle T, X_{\Delta}\right\rangle$ acts transitively on $\mathcal{D}$ with $T$ in the kernel of the action. Then, since $Z=T \rtimes Z_{0}=$ $T X_{\Delta}$, the groups $Z_{0}$ and $X_{\Delta}$ induce the same group of permutations on $\mathcal{D}$, though $M$ lies in the kernel of the second action. In particular, Lemma 7.8 implies $Z_{0}$ is transitive on $\mathcal{D}$. Then since $Z_{0}$ fixes 0 , we must have that $Z_{0}$ is transitive on $\mathcal{V} \backslash U$.
(c) The structure of $N_{X}(M) / M$ follows from the equation $N_{X}(M)=T \rtimes N_{X_{0}}(M)$. The group $N_{X}(M) / M$ acts on $\mathcal{V} / U$ as a group of affine type containing the translation group $T / M$. The stabiliser of the zero vector in this action is isomorphic to $N_{X_{0}}(M)$ acting on the quotient space $\mathcal{V} / U$. Since $N_{X_{0}}(M)$ contains $Z_{0}$, and since $Z_{0}$ is transitive on $\mathcal{V} \backslash U$, it follows that both $Z_{0}$ and $N_{X_{0}}(M)$ induce transitive actions on $(\mathcal{V} / U)^{\#}$. Thus $N_{X}(M) / M$ is a 2-transitive group of affine type on $\mathcal{V} / U$. Finally, since $T_{\Delta}=M$, for $\Delta \in \Gamma_{M}$, it follows that $X_{\Delta}$ is the stabiliser in $N_{X}(M)$ of the corresponding codeword $\check{\Delta} \in \check{\Gamma}$, and that in $N_{X}(M) / M$ we have $\left(X_{\Delta} / M\right) \cap(T / M)=M / M=$ 1. Thus $\check{\Gamma}$ is translation-free.

### 7.3. Translation-free strongly incidence-transitive codes

Let $\mathcal{V}=\mathbb{F}_{2}^{n}$ and let $\Gamma \subset\binom{\mathcal{V}}{k}$ be an $X$-strongly incidence-transitive code of affine type. Recall from Definition 7.1 that $\Gamma$ is called translation-free if $T_{\Delta}=\{1\}$ for all $\Delta \in \Gamma$. In Section 7.3 we classify the translation-free codes in $J(\mathcal{V}, k)$. We begin by stating a special case of Lemma 7.8 .

## Corollary 7.10

Let $\Gamma \subset\binom{\mathcal{V}}{k}$ be an $X$-translation-free code with $\Delta \in \Gamma$. Then:
(a) every parallel class of 1-flats in $\mathrm{AG}_{n}(2)$ contains a $\Delta$-shared 1-flat, and
(b) $X_{\Delta}$ acts transitively on the set of all parallel classes of 1-flats in $\mathrm{AG}_{n}(2)$.

Recall that a $2-(v, k, \lambda)$ design is called symmetric if the number of points is equal to the number of blocks. Below we describe some families of symmetric $2-(v, k, \lambda)$ designs which are used in Lemma 7.13.

## Example 7.11

Let $\mathcal{V}=\mathbb{F}_{2}^{2 n}$ with $n \geqslant 2$ and equip $\mathcal{V}$ with a symplectic form $B$. Consider the set $\mathcal{Q}$ of all quadratic forms on $\mathcal{V}$ which polarise to $B$. Associate with each pair $(\varphi, \varepsilon) \in \mathcal{Q} \times\{ \pm\}$ the set $\Delta^{\varepsilon}(\varphi) \subset \mathcal{V}$ defined by

$$
\Delta^{\varepsilon}(\varphi)= \begin{cases}\operatorname{sing}(\varphi) & \text { if } \varphi \in \mathcal{Q}^{\varepsilon} \\ \mathcal{V} \backslash \operatorname{sing}(\varphi) & \text { if } \varphi \in \mathcal{Q}^{-\varepsilon}\end{cases}
$$

For each $\varepsilon \in\{ \pm\}$ we define a code $\mathcal{S}^{\varepsilon}(\mathcal{V})=\left\{\Delta^{\varepsilon}(\varphi) \mid \varphi \in \mathcal{Q}(V)\right\}$ in $J\left(2^{2 n}, 2^{n-1}\left(2^{n}+\varepsilon\right)\right)$. The codewords of $\mathcal{S}^{\varepsilon}(\mathcal{V})$ are precisely the blocks of the 2-transitive symmetric 2-designs with full automorphism group $X=\operatorname{ASp}_{2 n}(2)$ which were described by Kantor in $\mathbf{5 0}$.

William Kantor classified the symmetric 2-transitive 2-( $v, k, \lambda)$ designs. His classification is used in our classification of translation-free strongly incidence-transitive codes, so we recall the result below.

## Theorem 7.12 ( 65$]$

Let $\mathcal{D}$ be a symmetric $2-(v, k, \lambda)$ design with $v \geqslant 2 k$ and suppose $\operatorname{Aut}(\mathcal{D})$ acts 2 -transitively on points. Then $\mathcal{D}$ is one of:
(i) a projective space with full automorphism $\operatorname{group} \mathrm{P}_{\mathrm{P}}(q)$ for some $n \geqslant 3, v=\frac{q^{n}-1}{q-1}$ and $k=$ $\frac{q^{n-1}-1}{q-1}$;
(ii) the unique Hadamard 2-(11,5,2) design $H(11)$ with full automorphism group $X=\operatorname{PSL}_{2}(11)$ and block stabiliser $X_{\Delta}=A_{5}$;
(iii) Higman's 2-(176,50, 14) design $D_{176}$ with full automorphism group $X=H S$ and block stabiliser $X_{\Delta}=\operatorname{PSU}_{3}(5) \rtimes C_{2}$; or
(iv) the 2-designs $\mathcal{S}^{+}(V)$ described in Example 7.11 , with full automorphism group $\mathrm{ASp}_{2 m}(2)$.

## Theorem 7.13

Let $\Gamma$ be an $X$-translation-free code and let $\Delta \in \Gamma$. Define $Y=T \rtimes X_{\Delta}$ and define a code $\Gamma^{\prime} \subseteq J(\mathcal{V}, k)$ by $\Gamma^{\prime}=\Delta^{Y}$. Then $\Gamma^{\prime} \subseteq \Gamma$ and the codewords of $\Gamma^{\prime}$ are the blocks of a point 2 -transitive symmetric 2-design with point set $\mathcal{V}$. In particular, $\Gamma^{\prime}$ is the block set of one of the designs $\mathcal{S}^{+}(\mathcal{V})$ and $\mathcal{S}^{-}(\mathcal{V})$ defined in Example 7.11. Conversely, if $X=\operatorname{ASp}_{2 n}(2)$ then for each $\varepsilon \in\{ \pm\}, \Gamma=\mathcal{S}^{\varepsilon}(\mathcal{V})$ is an $X$-strongly incidence-transitive code in $J(v, k)$, where $v=2^{2 n}$ and $k=2^{n-1}\left(2^{n}+\varepsilon\right)$.

Proof. Let $Y=T X_{\Delta}$ and $\Gamma^{\prime}=\Delta^{Y}$. Then $Y=T \rtimes Y_{0}$, where $Y_{0}$ is the stabiliser of the zero vector in $Y$. Since $\Gamma$ is translation-free, $T \cap X_{\Delta}=\{1\}$ and therefore

$$
Y_{0} \cong Y / T \cong T X_{\Delta} / T \cong X_{\Delta} /\left(X_{\Delta} \cap T\right) \cong X_{\Delta}
$$

By Corollary 7.10, $X_{\Delta}$ is transitive on the set of parallel classes of 1-flats in $\mathcal{V}$. It follows that $Y$ and $Y_{0}$ are transitive on the set of parallel classes of 1-flats in $\mathcal{V}$, and in particular $Y_{0}$ is transitive on $\mathcal{V} \backslash\{0\}$. Therefore $Y$ is 2-transitive on $\mathcal{V}$ and $\Gamma^{\prime}=\Delta^{Y}$ is the block set of a 2-design with point set $\mathcal{V}$. Moreover,

$$
\begin{aligned}
\left|\Gamma^{\prime}\right| & =\left|Y: Y_{\Delta}\right|=\left|Y: X_{\Delta}\right|\left(\text { since } Y_{\Delta}=X_{\Delta}\right) \\
& =\frac{\left|Y_{0}\right||T|}{\left|X_{\Delta}\right|}=|T|\left(\text { since } Y_{0} \cong X_{\Delta}\right)
\end{aligned}
$$

Therefore $\Gamma^{\prime}$ is the block set of a 2-transitive symmetric 2-design with point set $\mathcal{V}$. The point 2 transitive symmetric 2-designs were classified by Kantor 65] (see Theorem 7.12). In particular, $\Gamma^{\prime}$ is the block set of $\mathcal{S}^{+}(\mathcal{V})$ or $\mathcal{S}^{-}(\mathcal{V})$. It remains to prove that these designs yield strongly incidencetransitive codes.

By Lemma $1.20, \mathcal{S}^{\varepsilon}(\mathcal{V})$ is $X$-strongly incidence-transitive if and only if
(i) $X$ is transitive on $\mathcal{V}$;
(ii) there exists $u \in \mathcal{V}$ such that $X_{u}$ acts transitively on the set $\Gamma_{u}$ of blocks containing $u$; and
(iii) there exists $\Delta \in \Gamma$ with $u \in \Delta$ such that $X_{u, \Delta}$ acts transitively on $\bar{\Delta}$.

We know $X=\operatorname{ASp}_{2 n}(2)$ acts transitively on $\mathcal{V}$ since the group of translations is transitive on $\mathcal{V}$. Therefore property (i) holds. Next we choose $u=0$ and consider the set $\Gamma_{0}$ of codewords in $\Gamma$ that contain 0 . Since $\varphi(0)=0$ for all $\varphi \in \mathcal{Q}$, it follows that $\Gamma_{0}=\left\{\Delta^{\varepsilon}(\varphi) \mid \varphi \in \mathcal{Q}^{\varepsilon}\right\}$. For any $\psi, \psi^{\prime} \in \mathcal{Q}^{\varepsilon}$, Theorem 3.1 implies there exists $g \in X_{0}$ such that $\psi^{\prime}=\psi^{g}$. Therefore

$$
\begin{aligned}
\Delta^{\varepsilon}(\psi)^{g} & =\{x g \in \mathcal{V} \mid \psi(x)=0\} \\
& =\left\{y \in \mathcal{V} \mid \psi\left(y g^{-1}\right)=0\right\} \\
& =\left\{y \in \mathcal{V} \mid \psi^{g}(y)=0\right\} \\
& =\Delta^{\varepsilon}\left(\psi^{\prime}\right) .
\end{aligned}
$$

Therefore $X_{0}$ acts transitively on $\Gamma_{0}$ and property (ii) holds. Finally, for any codeword $\Delta=\Delta^{\varepsilon}(\varphi)$ containing 0 we have $\bar{\Delta}=\{v \in \mathcal{V} \mid \varphi(v)=1\}$ so Theorem 2.28 implies that $X_{0, \Delta}$ acts transitively on $\bar{\Delta}$. Therefore $\Gamma=\mathcal{S}^{\varepsilon}(\mathcal{V})$ is an $X$-strongly incidence-transitive code in $J\left(\mathcal{V}, 2^{n-1}\left(2^{n}+\varepsilon\right)\right)$ for each $\varepsilon \in\{ \pm\}$ the code.

We provide below a construction which lifts a translation-free code on a space of dimension $r$ to a single-component code on a space of dimension $r+s$, where $s$ is an arbitrary positive integer.

## Lemma 7.14

Let $\Gamma$ be a $Y$-translation-free code in $J(\mathcal{U}, k)$ where $|\mathcal{U}|=2^{r}, Y=T \rtimes Y_{0} \leqslant \operatorname{AGL}(\mathcal{U}), s \in \mathbb{Z}^{+}$and $\mathcal{V}=\mathbb{F}_{2}^{s} \times \mathcal{U}$. Write the vectors in $\mathcal{V}$ as ordered pairs $(u, v)$ with $u \in \mathbb{F}_{2}^{s}, v \in \mathcal{U}$. For each $\Delta \in \Gamma$ define $\widehat{\Delta}=\mathbb{F}_{2}^{s} \times \Delta \in\binom{\mathcal{V}}{2^{s} k}$, and let $\widehat{\Gamma}=\{\widehat{\Delta} \mid \Delta \in \Gamma\}$. Let $X=T \rtimes X_{0}$, where $T$ is the translation group on $\mathcal{V}$ and

$$
X_{0}=\left\{\left.\left(\begin{array}{cc}
A & 0 \\
B & C
\end{array}\right) \right\rvert\, A \in G L_{s}(2), B \in \mathbb{F}_{2}^{r \times s}, C \in Y_{0}\right\}
$$

Then $\widehat{\Gamma}$ is an $X$-single-component code in $J\left(\mathcal{V}, 2^{s} k\right)$, and for each $\widehat{\Delta} \in \widehat{\Gamma}$ we have $T_{\widehat{\Delta}}=\left\{t_{(u, 0)} \in T \mid\right.$ $\left.u \in \mathbb{F}_{2}^{s}\right\}$.

Proof. We begin by demonstrating that $X$ is an automorphism group of $\widehat{\Gamma}$. Let $\Delta \in \Gamma$ and let $x_{0} \in X_{0}$ so that $(u, v) x_{0}=(u A+v B, v C)$ for all $(u, v) \in \mathcal{V}$. Then for all $\Delta \in \Gamma$ we have $\widehat{\Delta}^{x_{0}}=\left(\mathbb{F}_{2}^{s} \times \Delta\right)^{x_{0}}=\mathbb{F}_{2}^{s} \times \Delta^{C}=\widehat{\Delta^{C}}$. But $C \in \operatorname{Aut}(\Gamma)$ so $\Delta^{C} \in \Gamma$ and therefore $\widehat{\Delta^{C}} \in \widehat{\Gamma}$. Therefore $x_{0} \in \operatorname{Aut}(\widehat{\Gamma})$. Also, the translation $t_{\left(u^{\prime}, v^{\prime}\right)} \in T$ maps $(u, v)$ to $\left(u+u^{\prime}, v+v^{\prime}\right)$ and hence maps $\widehat{\Delta}$ to $\widehat{\Delta}^{t_{\left(0, v^{\prime}\right)},}$ and since $t_{\left(0, v^{\prime}\right)} \in T \leqslant Y$, we have $t_{\left(u^{\prime}, v^{\prime}\right)} \in \operatorname{Aut}(\widehat{\Gamma})$. Thus $X \leqslant \operatorname{Aut}(\widehat{\Gamma})$. Moreover, $Y$ acts transitively on $\Gamma$ and therefore $X$ is transitive on $\widehat{\Gamma}$. Let $\widehat{\Delta} \in \Gamma$. The computation above shows that $T_{\widehat{\Delta}}$ consists of all $t_{\left(u^{\prime}, v^{\prime}\right)}$ such that $\Delta^{t_{\left(0, v^{\prime}\right)}}=\Delta$. Since $\Gamma$ is translation-free, it follows that $T_{\widehat{\Delta}}=\left\{t_{(u, 0)} \in T \mid u \in \mathbb{F}_{2}^{s}\right\}$. We claim that $X_{\widehat{\Delta}}$ is transitive on $\widehat{\Delta} \times \overline{\widehat{\Delta}}$. To prove this, let $a_{i}:=\left(u_{i}, v_{i}\right) \in \widehat{\Delta}$ and $b_{i}=\left(w_{i}, z_{i}\right) \in \overline{\widehat{\Delta}}$, for $i=1,2$. We need to find $x \in X$ such that $\left(a_{1}, b_{1}\right)^{x}=\left(a_{2}, b_{2}\right)$. Now, $\left(v_{1}, z_{1}\right),\left(v_{2}, z_{2}\right) \in \Delta \times \bar{\Delta}$, and since $\Gamma$ is $Y$-strongly incidence-transitive, there exists $C \in Y$ such that $\left(v_{1}, z_{1}\right)^{C}=\left(v_{2}, z_{2}\right)$, and hence $\left(\begin{array}{cc}I & 0 \\ 0 & C\end{array}\right) \in X_{0}$ maps $a_{1}$ to $\left(u_{1}, v_{2}\right)$ and $b_{1}$ to $\left(w_{1}, z_{2}\right)$. Thus it is sufficient to prove the claim in the case where $v_{1}=v_{2}=v \in \Delta$ and $z_{1}=z_{2}=z \in \bar{\Delta}$. Note that $v \neq z$, since these lie in different subsets of $\mathcal{U}$. Next we argue that it is sufficient to prove the claim in the case where both $v, z$ are nonzero. Indeed, if one of $v, z$ is zero then, since $2 \leqslant k<|\mathcal{U}|$, we have $|\mathcal{U}|=2^{r} \geqslant 4$. Hence there exists a translation $t$ of $\mathcal{U}$ such that $v^{t}, z^{t}$ are both non-zero. Therefore, if the claim holds when $u$ and $z$ are both non-zero, then there exists $x \in X_{\hat{\Delta}^{t}}$ such that $\left(a_{1}^{t}, b_{1}^{t}\right)^{x}=\left(a_{2}^{t}, b_{2}^{t}\right)$, and since $t^{-1}=t$, $t x t \in X_{\Delta}$. Moreover, $\left(a_{1}, b_{1}\right)^{t x t}=\left(a_{2}, b_{2}\right)$. Thus we may assume that both $v, z$ are non-zero. Since we work over the field $\mathbb{F}_{2}$, this means that $v, z$ are linearly independent vectors in $\mathcal{U}=\mathbb{F}_{2}^{r}$. We shall prove that some matrix $x_{0} \in X_{0}$ of the form $\left(\begin{array}{cc}I & 0 \\ B & I\end{array}\right)$ maps $\left(a_{1}, b_{1}\right)$ to $\left(a_{2}, b_{2}\right)$. We see $x_{0}$ maps $a_{1}=\left(u_{1}, v\right)$ to $\left(u_{1}+v B, v\right)$ and $b_{1}$ to $\left(w_{1}+z B, z\right)$. Hence $x_{0}$ maps $\left(a_{1}, b_{1}\right)$ to $\left(a_{2}, b_{2}\right)$ if and only if $u_{1}+v B=u_{2}$ and $w_{1}+z B=w_{2}$, or equivalently, $v B=u_{1}+u_{2}$ and $z B=w_{1}+w_{2}$. Clearly such a matrix exists, since $B$ represents a linear map $\mathbb{F}_{2}^{r} \rightarrow \mathbb{F}_{2}^{s}$ and the images of two linearly independent vectors of $\mathbb{F}_{2}^{r}$ may be chosen arbitrarily and independently. This proves the claim. Therefore $\widehat{\Gamma}$ is $X$-strongly incidence-transitive and $T_{\widehat{\Delta}}=\left\{t_{(u, 0)} \in T \mid u \in \mathbb{F}_{2}^{s}\right\}$.

It is currently unknown whether there are alternative methods of lifting translation-free codes to single-component codes.

## CHAPTER 8

## Conclusion

This thesis is a contribution towards the classification of strongly incidence-transitive codes. Recall that a code in $J(\mathcal{V}, k)$ is a vertex subset $\Gamma \subset\binom{\mathcal{V}}{k}$. The code $\Gamma$ is called $X$-strongly incidence-transitive for $X \leqslant \operatorname{Aut}(\Gamma)$ if $X$ acts transitively on $\Gamma$, and for each $\Delta \in \Gamma, X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$. The majority of our work focuses on the following problem, which was originally posed by Bob Liebler and Cheryl Praeger.

## Problem 8.1 (1)

For $\varepsilon \in\{ \pm\}$, let $\mathcal{V}=\mathcal{Q}^{\varepsilon}$ denote the set of all $\varepsilon$-type quadratic forms on the vector space $V=\mathbb{F}_{2}^{2 n}$ which polarise to a particular symplectic form $B$. Let $X=\operatorname{Sp}_{2 n}(2)$ be the isometry group of $B$, and consider the 2-transitive action of $X$ on $\mathcal{Q}^{\varepsilon}$ defined by $\varphi^{g}(x)=\varphi\left(x g^{-1}\right)$ for all $\varphi \in \mathcal{Q}^{\varepsilon}, g \in X$, and $x \in V$. Classify the $X$-strongly incidence-transitive codes $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ with $2 \leqslant k \leqslant\left|\mathcal{Q}^{\varepsilon}\right|-2$.

We have had success in attacking Problem 8.1 using a combination of methods from permutation group theory, representation theory and combinatorics. Aschbacher's Theorem [37] on the maximal subgroups of a classical group forms the backbone of our divide and conquer style analysis.

## Theorem 8.2

Suppose $\Gamma$ is one of the codes described in Problem 8.1 and let $\Delta \in \Gamma$. Further, suppose that $X_{\Delta}$ lies in one or more of the geometric Aschbacher classes $\mathcal{C}_{1}-\mathcal{C}_{8}$. Then there exists a subspace $U<V$ fixed setwise by $X_{\Delta}$, and one of the following holds:
(a) $U$ is nondegenerate with $2 \leqslant \operatorname{dim}(U) \leqslant 2(n-1)$ and for $\varepsilon^{\prime} \in\{+,-\}, \Delta$ consists of all quadratic forms $\varphi \in \mathcal{Q}^{\varepsilon}$ such that $\left.\varphi\right|_{U}$ is type $\varepsilon^{\prime},\left.\varphi\right|_{U^{\perp}}$ is type $\varepsilon \varepsilon^{\prime}$. Moreover, $X_{\Delta} \cong \operatorname{Sp}(U) \oplus \operatorname{Sp}\left(U^{\perp}\right)$; or
(b) $U$ is totally isotropic with either $\varepsilon=+$ and $1 \leqslant \operatorname{dim}(U) \leqslant n$, or $\varepsilon=-$ and $1 \leqslant \operatorname{dim}(U) \leqslant n-1$, and $\Delta$ consists either of the set of quadratic forms $\varphi \in \mathcal{Q}^{\varepsilon}$ such that $U$ is $\varphi$-singular or the set of quadratic forms $\varphi \in \mathcal{Q}^{\varepsilon}$ such that the set of $\varphi$-singular vectors in $V$ intersects $U$ in a hyperplane. Moreover, $X_{\Delta} \cong 2^{d(d+1) / 2} .2^{d(2 n-d)} \rtimes\left(\operatorname{GL}(U) \times \operatorname{Sp}\left(U^{\perp} / U\right)\right)$.
Conversely, for each $\Delta$ described above, $\Gamma=\Delta^{X}$ is an $X$-strongly incidence-transitive code in $J\left(\mathcal{Q}^{\varepsilon}, k\right)$ with full automorphism group $\mathrm{Sp}_{2 n}(2)$.

The proof of Theorem 8.2 uses the geometric structures in $V$ associated with each of Aschbacher classes $\mathcal{C}_{1}-\mathcal{C}_{8}$. The maximal subgroups of $\operatorname{Sp}_{2 n}(2)$ which do not lie in any of the geometric Aschbacher classes must lie in $\mathcal{C}_{9}$. For $X=\operatorname{Sp}_{2 n}(2)$ we have $X_{\Delta} \in \mathcal{C}_{9}$ if and only if there exists a nonabelian simple
group $T$ with $T \vDash X_{\Delta} \leqslant \operatorname{Aut}(T)$ and the action of $X_{\Delta}$ on $V$ is absolutely irreducible. We construct in total only two examples of $X$-strongly incidence-transitive codes with $X_{\Delta} \in \mathcal{C}_{9}$, both of which are constructing by considering the action of $S_{10}$ on its 8-dimensional fully deleted permutation module. On the other hand, we use the Classification of the Finite Simple Groups to show that several possible families of $X$-strongly incidence-transitive codes with $X_{\Delta} \in \mathcal{C}_{9}$ do not yield any examples, though we are left with several open cases.

## Theorem 8.3

Suppose $\Gamma$ is one of the codes described in Problem 8.1 and let $\Delta \in \Gamma$. Suppose further that $G$ is a symmetric or alternating group on $m$ letters, $V$ is the fully deleted permutation module for $G$ and $X_{\Delta} \leqslant G$. Then $V=\mathbb{F}_{2}^{8}, X_{\Delta}=S_{10}$ and $\Gamma$ corresponds to the code in $J(136,10)$ constructed in Section 5.4 , or its complement in $J(136,126)$. Conversely, each of the codes above is $X$-strongly incidence-transitive.

The codes in the Theorem 8.3 are block sets for $2-(136,10,64)$ and $2-(136,126,11200)$ designs.

## Theorem 8.4

Suppose $\Gamma$ is one of the codes described in Problem 8.1 and let $\Delta \in \Gamma$. Suppose further that $T \leqslant X_{\Delta} \leqslant$ $\operatorname{Aut}(T)$ for a simple nonabelian classical group $T=T_{m}(q)$. Then one of the following holds:
(a) $q=2$,
(b) $q=4$ and $\operatorname{dim}(V) \leqslant \frac{1}{2} m(m+1)$ (see Theorem 6.12 and Table 6.3 for a list of specific cases), or (c) $q$ is odd and one of the following holds
(i) $\operatorname{soc}\left(X_{\Delta}\right)=\operatorname{PSU}_{4}(3), \operatorname{PSp}_{4}(q)$ or $\operatorname{PSU}_{8}(3)$; or
(ii) $\operatorname{soc}\left(X_{\Delta}\right)=\operatorname{PSL}_{2}(q)$ with $q<50$.

None of the cases in Theorem 8.4 are known to give rise to strongly incidence-transitive codes of symplectic type. Analysis of these cases is currently an open problem. We suspect that a computational approach using GAP [59] should eliminate the remaining cases. Next we turned our attention to the exceptional groups of Lie type and the sporadic groups. All factorisations of the exceptional simple groups of Lie type and the sporadic simple groups are known 60, 36. This information is used to show that no $X$-strongly incidence-transitive codes exist with $X_{\Delta} \in \mathcal{C}_{9}$ and $\operatorname{soc}\left(X_{\Delta}\right)$ a sporadic simple group. A similar result holds for the exceptional simple groups of Lie type. The details are provided in Appendix C.2, though there is a small open case associated with Lemma C.6

## Theorem 8.5

Suppose $\Gamma$ is one of the codes described in Problem 8.1 and let $\Delta \in \Gamma$. Then there is no sporadic simple group or exceptional simple group of Lie type $T$ such that $T \lessgtr X_{\Delta} \leqslant \operatorname{Aut}(T)$.

Analysis of the $\mathcal{C}_{9}$-subgroups of $\operatorname{Sp}_{2 n}(2)$ with alternating socle is currently an open problem, excluding of course the fully deleted permutation modules for the symmetric and alternating groups, which are covered by Theorem 8.3 Some hints towards Problem 8.6 are provided in Appendix C.1.

## Problem 8.6

Let $V=\mathbb{F}_{2}^{2 n}$ and let $\Gamma$ be an $X$-strongly incidence-transitive code in $J\left(\mathcal{Q}^{\varepsilon}, k\right)$. Are there any examples such that if $\Delta \in \Gamma$, then $\operatorname{soc}\left(X_{\Delta}\right)$ is an alternating group acting absolutely irreducibly on $V$, but $V$ is not the fully deleted permutation module? Can they be classified?

The final component of our work focuses on the following problem, which builds on the work of Bob Liebler and Cheryl Praeger in [1, and Nicola Durante in [28].

Problem 8.7 (1)
Let $\mathcal{V}=\mathbb{F}_{2}^{n}$. Classify the strongly incidence-transitive codes $\Gamma \subset\binom{\mathcal{V}}{k}$ with 2-transitive automorphism group $X \leqslant \operatorname{AGL}_{n}(2)$, where $X$ contains the group of translations of $\mathcal{V}$ and $2 \leqslant k \leqslant|\mathcal{V}|-2$.

Note that a generalised version of Problem 8.7 was considered in [1] , namely with $\mathcal{V}=\mathbb{F}_{q}$, leading to new families of strongly incidence-transitive codes. However, during the course of our studies, we discovered that the case $q=2$ is not fully covered by the work in (see Appendix A for further details). Problem 8.7 remains open at the present time, though the following results constitute a contribution towards its solution. In Chapter 7 we introduced single-component strongly incidencetransitive codes which, in addition to satisfying the properties described in Problem 8.7, also have the property that $T \cap X_{\Delta_{1}}=T \cap X_{\Delta_{2}}$ for any pair of codewords $\Delta_{1}$ and $\Delta_{2}$. We showed that every $X$-strongly incidence-transitive code can be expressed as a disjoint union of single-component codes, each of which was again strongly incidence-transitive satisfying the conditions of Problem 8.7. We also introduced translation-free strongly incidence-transitive codes, which are single-component codes with the additional condition that $T \cap X_{\Delta}$ is the trivial group for every codeword $\Delta$. Our next result was the construction of a projection from an arbitrary single-component code $\Gamma$ in $J\left(2^{n}, k\right)$ onto a translation-free code in $J\left(2^{n-m}, k / 2^{\ell}\right)$, where the number of translations fixing a given codeword setwise is $2^{\ell}$.

## Theorem 8.8

Let $\Gamma \subset\binom{\nu}{k}$ be an $X$-single-component code with $\left|X_{\Delta} \cap T\right|=2^{\ell} \neq 1$ for each codeword $\Delta$. Let $M=X_{\Delta} \cap T$ and let $\mathcal{U}$ denote the set of $M$-orbits in $\mathcal{V}$. For each $\Delta \in \Gamma$, define $\check{\Delta} \in\left(\underset{k / 2^{e}}{\mathcal{U}}\right)$ to be the set of $M$-orbits contained in $\Delta$, and define $\check{\Gamma}:=\{\check{\Delta} \mid \Delta \in \Gamma\}$. Let $U=\left\{m \in \mathcal{V} \mid t_{m} \in M\right\}$. Then $X / M$ is a 2-transitive subgroup of $\operatorname{AGL}(\mathcal{V} / U)$ which contains the translation group of $\mathcal{V} / U$, and $\check{\Gamma}$ is an $(X / M)$-strongly incidence-transitive code in $J\left(\mathcal{V} / U, k / 2^{\ell}\right)$.

Finally, we classified the translation-free $X$-strongly incidence-transitive codes and introduced a construction which lifts a translation-free strongly incidence-transitive code in $J\left(2^{n}, k\right)$ to a singlecomponent code in $J\left(2^{n+s}, 2^{s} k\right)$ for an arbitrary positive integer $s$. It is currently unknown whether there are alternative methods for lifting translation-free codes to single-component codes. The classification of translation-free $X$-strongly incidence-transitive codes is provided below.

## Theorem 8.9

Let $\mathcal{V}=\mathbb{F}_{2}^{n}$ with $n \geqslant 3$ and $X=T \rtimes X_{0} \leqslant \mathrm{AGL}_{n}(2)$. Let $\Gamma \subset\binom{\mathcal{V}}{k}$ be an $X$-strongly incidencetransitive code such that $X_{\Delta} \cap T$ is the trivial group for all $\Delta \in \Gamma$. Then $n$ is even, $X_{0}=\operatorname{Sp}_{n}(2)$ or $\mathrm{GL}_{n}(2)$, and there exists an $\varepsilon$-type quadratic form $\varphi$ on $\mathcal{V}$ such that $\Delta=\{x \in V \mid \varphi(x)=0\}$ is a codeword of $\Gamma$. Conversely, taking $\varepsilon \in\{ \pm\}, X_{0}=\operatorname{Sp}_{2 m}(2)$ or $\mathrm{GL}_{2 m}(2)$ and $\Gamma=\Delta^{X}$ yields an $X$-strongly incidence-transitive code in $J\left(2^{2 n}, 2^{n-1}\left(2^{n}+\varepsilon\right)\right)$.

Perhaps the most interesting of the open problems related to the classification of strongly incidencetransitive codes concerns the so-called self-complementary strongly incidence-transitive codes. As discussed in Chapter 1, the full automorphism group group of a Johnson graph on a finite set $\mathcal{V}$ of $v$ points is given by

$$
\operatorname{Aut}(J(v, k))=\left\{\begin{aligned}
\operatorname{Sym}(\mathcal{V}) \times C_{2} & \text { if } k=\frac{1}{2} v \\
\operatorname{Sym}(\mathcal{V}) & \text { otherwise }
\end{aligned}\right.
$$

Here, $C_{2}$ denotes the group of order two generated by the complementary automorphism of $J(2 k, k)$ which maps each vertex to its complement in $\mathcal{V}$. Throughout this thesis we have studied $X$-strongly incidence-transitive codes in $J(v, k)$, possibly with $v=2 k$, but under the assumption that $X \leqslant \operatorname{Sym}(\mathcal{V})$. The same assumption is true in [1. However, five examples of self-complementary strongly incidencetransitive codes are constructed in [27. This leads naturally to the following problem.

## Problem 8.10

Let $k \geqslant 2$. Classify the $X$-strongly incidence-transitive codes $\Gamma$ contained in the Johnson graphs $J(2 k, k)$ with $X$ acting 2-transitively on $\mathcal{V}, X \leqslant \operatorname{Sym}(\mathcal{V}) \times C_{2}$ and $X \$ \operatorname{Sym}(\mathcal{V})$.

The research outlined above will be submitted for publication upon submission of this thesis.

## Appendices

## APPENDIX A

## A note on [1, Proposition 6.6]

We note that there is a small oversight in Proposition 6.6 of [1] though we show in Lemma A. 1 that the conclusions draw in in Proposition 6.6 remain valid for all $q>2$. Recall that set of $\Delta$ of points in $V$ is called a $[0, x, q]_{1}$ set if every affine 1-flat in $V$ intersects $\Delta$ in $0, x$ or $q$ points.

## Lemma A. 1

Let $V=\mathbb{F}_{q}^{m}$ with $q>2$ and let $\Delta \subset V$ be a $[0, x, q]_{1}$ set, where $x \in\{1, q-1\}$. Suppose $T \lessgtr X \leqslant$ $\mathrm{A} \Gamma \mathrm{L}(m, q)$ and $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$. Then $\Delta$ is an affine subspace or the complement of an affine subspace in $V$.

Proof. Interchanging $\Delta$ and $\bar{\Delta}$ if necessary, we may assume that $x=1$. The automorphism group $\operatorname{Aut}(\Gamma)$ is transitive on codewords so we may assume further that $0 \in \Delta$. Since $\Delta$ is a $[0,1, q]_{1}$ set, any affine 1-flat that contains two points of $\Delta$ must be contained in $\Delta$. In particular, if $u \in \Delta \backslash\{0\}$ then $\{0, u\} \subseteq\langle u\rangle \cap \Delta$ and hence $\langle u\rangle \subseteq \Delta$. Therefore $\Delta$ is closed under scalar multiplication. If $\langle u\rangle=\Delta$ we are done. If not, there must exist $v \in \Delta$ which does not lie along $\langle u\rangle$. Let $\beta \in \mathbb{F}_{q} \backslash\{0,1\}$. Then the affine 1-flat $L=\langle u+v\rangle+(1-\beta) v$ contains $(1-\beta) v, \beta u+v$ and $(\beta-1) u$. Since both $(1-\beta) v$ and $(\beta-1) u$ are contained in $\Delta$, it follows that $L \subseteq \Delta$ and therefore $\beta u+v \in \Delta$. Similarly, the affine 1-flat $L^{\prime}=\langle u\rangle+v$ contains $v, u+v$ and $\beta u+v$, and hence $L^{\prime} \subseteq \Delta$ so $u+v \in \Delta$. Therefore $\Delta$ is also closed under addition, and $\Delta$ is a subspace of $V$.

## APPENDIX B

## Some known primitive strongly incidence-transitive codes

The primitive codes are divided into several subcategories: projective type, affine type, rank 1 type, Jordan-Steiner type, and sporadic. We describe some of these.

## B.1. Projective type codes

Let $\mathcal{V}=\mathrm{PG}_{n-1}(q)$ and $X=\mathrm{P}^{2} \mathrm{~L}_{n}(q)$. We collect below some essential results from [1] regarding the $X$-strongly incidence-transitive codes in $J(\mathcal{V}, k)$.

Example B. 1 (Projective subspace codes [1)
Let $\Gamma$ denote the set of all $(s-1)$-dimensional projective subspaces of $\mathcal{V}$. Then $X$ acts transitively on $\Gamma$ and for each $\Delta \in \Gamma$, the setwise stabiliser $X_{\Delta}$ acts transitively on $\Delta \times \bar{\Delta}$. Therefore $\Gamma$ is an $X$-strongly incidence-transitive code in $J(\mathcal{V}, k)$ with $v=\frac{q^{n}-1}{q-1}, k=\frac{q^{s}-1}{q-1}$ and $\delta=q^{s-1}$. Similarly, the set of all complements of $(s-1)$-dimensional subspaces of $\mathcal{V}$ is an $X$-strongly incidence-transitive code in $J\left(\mathcal{V}, k^{\prime}\right)$ with $v=\frac{q^{n}-1}{q-1}, k^{\prime}=\frac{q^{n}-q^{s}}{q-1}$ and $\delta=q^{s-1}$.

Example B. 2 (Baer subline codes [1])
Let $q=q_{0}^{2} \geqslant 4, \mathcal{V}=\mathrm{PG}_{1}(q)$ and $X=\mathrm{P}_{2}(q)$. Identify $\mathcal{V}$ with $\mathbb{F}_{q} \cup\{\infty\}$ and let $\Delta=\mathbb{F}_{q_{0}} \cup\{\infty\}$. The $X$-images of $\Delta$ in $\mathrm{PG}_{1}(q)$ are called Baer sublines. Let $\Gamma$ denote the set of all Baer sublines in $\mathrm{PG}_{1}(q)$. Then $\Gamma$ is an $X$-strongly incidence-transitive code in $J\left(q+1, q_{0}+1\right)$ with minimum distance $\delta=q_{0}-1$ and $X_{\Delta}=N_{X}\left(\operatorname{PSL}_{2}\left(q_{0}\right)\right)$.

Theorem B. 3 ([1])
Let $\mathcal{V}=\mathrm{PG}_{1}(q)$ with $q \geqslant 4$. Let $\mathrm{PSL}_{2}(q) \leqslant X \leqslant \mathrm{PL}_{2}(q)$ and suppose $\Gamma \subset J(q+1, k)$ is an $X$-strongly incidence-transitive code with $3 \leqslant k \leqslant q-2$. Then for each $\Delta \in \Gamma$, one of $\Delta$ and $\bar{\Delta}$ is a Baer subline, as in Example B.2.

Theorem B. 4 ([1])
Let $\mathcal{V}=\mathrm{PG}_{n-1}(q)$. Suppose $\operatorname{PSL}_{n}(q) \leqslant X \leqslant \operatorname{PL}_{n}(q)$ and $\Gamma \subset J(\mathcal{V}, k)$, where $v \geqslant 3$ and $3 \leqslant k \leqslant$ $|\mathcal{V}|-3$. If $\Gamma$ is $X$-strongly incidence-transitive and $\Delta \in \Gamma$ then, interchanging $\Delta$ and $\bar{\Delta}$ if necessary, one of the following holds:
(i) $\Delta$ is a projective subspace as in Example B.1.
(ii) $\Delta$ is a subset of class $[0,2, q+1]_{1}$ and $\frac{|\mathcal{V}|-1}{q}+1 \leqslant k \leqslant \frac{2(|\mathcal{V}|-1)}{q}$; or
(iii) $\Delta$ is a subset of class $[0, \sqrt{q}+1, q+1]_{1}, \frac{|\mathcal{V}|-1}{\sqrt{q}}+1 \leqslant k \leqslant \frac{|\mathcal{V}|-1}{\sqrt{q}}+\frac{|\mathcal{V}|-1}{q}$ and if $\lambda$ is a $\Delta$-shared line then $\lambda \cap \Delta$ is a a Baer subline.

Durante demonstrates in [28] that there are no further examples of strongly incidence-transitive codes in the projective case.

## B.2. Affine type codes

Let $\mathcal{V}=\mathrm{AG}_{n}(q)$ and $X=\mathrm{A}^{2} \mathrm{~L}_{n}(q)$. We collect below some essential results from [1] regarding the $X$-strongly incidence-transitive codes in $J(\mathcal{V}, k)$.

Example B. 5 ( 1 )
Let $V=\mathbb{F}_{q}^{n}$ and $X=\operatorname{A\Gamma L}(V)$. For any positive integer $m<n$, the set of all affine $m$-flats is an $X$-strongly incidence-transitive code in $J\left(q^{n}, q^{m}\right)$. Similarly, the set of all complements in $V$ of affine $m$-flats is an $X$-strongly incidence-transitive code in $J\left(q^{n}, q^{n}-q^{m}\right)$.

Example B. 6 ([1])
Let $W=\mathbb{F}_{4}$ and $V=\mathbb{F}_{16}$. Let $X=\mathrm{A} \Gamma \mathrm{L}_{1}(16)$. Then $V$ is a 4 -dimensional vector space over $\mathbb{F}_{4}$ containing $W$ as a 1-dimensional subspace. Then $\Delta^{X}$ and $\bar{\Delta}^{X}$ are $X$-strongly incidence-transitive codes in $J(16,4)$ and $J(16,12)$ respectively.

## Example B. 7 ( $\mathbf{1}$ )

A set of 6 points in $\operatorname{PG}(2,4)$, no 3 collinear is a hyperoval (see ). Let $\Delta$ be a 2-transitive hyperoval in the projective plane $\operatorname{PG}(2,4)$, and let $\lambda$ be an affine line containing no points of $\Delta$. Then $k=|\Delta|=6$ and the complement of $\lambda$ in the point set of $\mathrm{PG}(2,4)$ is an affine space $V=\mathrm{AG}(2,4)$ containing $\Delta$. Let $X$ be the stabiliser of $\lambda$ in $\mathrm{P}_{\mathrm{L}}(4)$. Then $X$ acts faithfully on $V$ and $\Gamma=\Delta^{X}$ is an $X$-strongly incidence-transitive code in $J(V, 6)$ and $X_{\Delta} \cong S_{5}$. By Remark 1.5 , the complementary code in $J(V, 12)$ is also $X$-strongly incidence-transitive.

## Theorem B. 8 (1)

Suppose $V=\mathbb{F}_{q}^{n}$ with $n \geqslant 2$ and suppose $\Gamma \leqslant J(V, k)$ is an $X$-strongly incidence-transitive code, where $X \leqslant \mathrm{~A}_{n}(q)$ is 2-transitive on $V$. Let $\Delta \in \Gamma$. Then one of the following holds:
(i) $\Delta$ or $\bar{\Delta}$ is an affine subspace, as in Example B.5
(ii) $V=\mathbb{F}_{4}^{n}$ and interchanging $\Delta$ and $\bar{\Delta}$ if necessary, every affine line in $V$ lies in $\Delta$ or $\bar{\Delta}$, or intersects $\Delta$ in a Baer subline. Moreover, $\frac{q^{n}+2}{3} \leqslant k \leqslant \frac{2\left(q^{n}-1\right)}{3}$; or
(iii) $V=\mathbb{F}_{16}^{n}$ and interchanging $\Delta$ and $\bar{\Delta}$ if necessary, every affine line in $V$ either lies in $\Delta$ or $\bar{\Delta}$ or intersects $\Delta$ in a Baer subline of size 4 . Moreover, $\frac{q^{n}+4}{5} \leqslant k \leqslant \frac{4\left(q^{n}-1\right)}{15}$.

Example B. 7 provides an example for case (ii) of Theorem B.8. At her 2012 plenary lecture in Ferrara at the Conference of Finite Geometry in honor of Frank De Clerck, Praeger asked what was known about subsets of class $[0, m, q]_{1}$ in $\mathrm{AG}(n, q)$, regardless of the symmetry restrictions.

Theorem B. 9 ([1], 28])
Let $\Delta \subset \mathbb{F}_{q}^{n}$ with $n \geqslant 2$ and suppose the setwise stabiliser $X_{\Delta}$ of $\Delta$ in $X \leqslant \mathrm{~A} \Gamma \mathrm{~L}(V)$ acts transitively on $\Delta \times \bar{\Delta}$. Then $\Delta$ or $\bar{\Delta}$ is one of the following:
(i) an affine subspace, as per Example B. 5
(ii) a cylinder $C y l\left(\mathcal{V}_{\infty}, M\right)$ of $\mathbb{F}_{4}^{n}$, where $M$ is either a hyperoval or the complement of a hyperoval of a plane $\Pi$ whose line at infinity is skew with the $(n-3)$-dimensional projective subspace $\mathcal{V}_{\infty}$
(iii) A pair of parallel hyperplanes in $\mathbb{F}_{4}^{n}$; or
(iv) Four parallel hyperplanes in $\mathbb{F}_{16}^{n}$ with the secant lines meeting the set in affine Baer sublines

## B.3. Rank one codes

Example B. 10 (The classical unital)
Let $V=\mathbb{F}_{q^{2}}^{3}$ and equip $V$ with a nondegenerate Hermitian form. Then $X=\mathrm{P} \Gamma \mathrm{U}_{3}(q)$ acts faithfully and 2-transitively on the set $\mathcal{V}$ of $q^{3}+1$ totally-isotropic 1 -spaces in $V$. Every nondegenerate 2 -space in $V$ contains $q+1$ elements of $\mathcal{V}$. Define a code $\Gamma \subset J\left(q^{3}+1, q+1\right)$ by

$$
\Gamma=\{\mathcal{V} \cap U \mid U \text { a nondegenerate } 2 \text {-space }\}
$$

Then $\Gamma$ is $X$-strongly incidence-transitive and $\delta(\Gamma)=q$.

## Example B. 11

Let $\mathcal{V}=\mathbb{F}_{9}^{3}$ and $T=\operatorname{PSU}_{3}(3)$. Let $\Gamma \subset J(\mathcal{V}, 12)$ be the set of all 'unitary bases' of size 12 for $V$ as a 12-dimensional vector space over $\mathbb{F}_{3}$. Then $T_{\Delta} \cong 4^{2} \rtimes S_{3}$ and $\Gamma$ is a (T.2)-strongly incidence transitive code with $\delta(\Gamma)=6$. Moreover, $\Gamma$ is not $T$-strongly incidence transitive.

## APPENDIX C

## Open and partially solved problems

## C.1. $\mathcal{C}_{9}$ codeword stabilisers with alternating socle

## Problem C. 1

Let $V=\mathbb{F}_{2}^{2 n}$. Are there any $X$-strongly incidence-transitive codes $\Gamma$ in $J\left(\mathcal{Q}^{\varepsilon}, k\right)$ such that if $\Delta \in \Gamma$, then $\operatorname{soc}\left(X_{\Delta}\right)$ is an alternating group acting absolutely irreducibly on $V$, but not as a fully-deleted permutation module? Can they be classified?

We provide some basic observations related to Problem C. 1 Let $\Gamma$ be an $X$-strongly incidencetransitive code and $\Delta$ a codeword. Let $G=X_{\Delta}$ and suppose $T \lessgtr G \leqslant \operatorname{Aut}(T)$ where $T=A_{m}$ with $m \geqslant 5$. If $m \geqslant 15$ and $V$ is not the fully deleted permutation module for $S_{m}$ then [66, Theorem 7] implies $\operatorname{dim}(V) \geqslant \frac{1}{4} m(m-5)$. Applying this bound in combination with the inequality $|\operatorname{Aut}(T)|>$ $2^{\operatorname{dim}(V)-2}$, we arrive at the necessary condition

$$
\begin{equation*}
\log _{2}(m!)-\frac{1}{8} m(m-5)+2>0 \tag{C.1}
\end{equation*}
$$

Figure C. 1 below suggests that in order to satisfy Inequality C.1 , we must have $15 \leqslant m \leqslant 36$. Note that this says nothing about $m<15$. Further, by Lemma 1.15 , for each $(\varphi, \psi) \in \Delta \times \bar{\Delta}$ there exists a factorisation $X_{\Delta}=X_{\Delta, \varphi} X_{\Delta, \psi}$. The factorisations of almost-simple groups with alternating socle are known, and the details are provided below.

Theorem C. 2 ([35, Theorem D)
Let $m \geqslant 5$ and consider $T=A_{m}$ acting naturally on a set $\Omega$ of $m$ points. Let $G$ be an almost-simple


Figure C.1. A plot of $b(m)=\log _{2}(m!)-\frac{1}{8} m(m-5)+2$ against $m$ for $15 \leqslant m \leqslant 40$.
group with socle $T$ and let $A$ and $B$ be subgroups of $G$ which do not contain $T$. If $G=A B$ then one of the following holds:
(a) $A_{m-k} \triangleleft A \leqslant S_{k} \times S_{m-k}$ for an integer $k \in[1: 5]$, and $B$ is $k$-homogeneous on $\Omega$;
(b) $m=10, A=\mathrm{PSL}_{2}(8)$ or $\mathrm{PSL}_{2}(8) \rtimes \mathbb{Z}_{3}$, and $A_{5} \times A_{5} \lessgtr B \leqslant S_{5} \backslash S_{2}$ with $B$ transitive on $\Omega$;
(c) $m=8, A=\mathrm{AGL}_{3}(2)$ and $\mathbb{Z}_{5} \times \mathbb{Z}_{3} \leqslant B$
(d) $m=6$ and one of:
(i) $A \cap T=\mathrm{PSL}_{2}(5)$ and $B \cap T \leqslant S_{3} \backslash S_{2}$, with $A \cap S_{6}$ and $B \cap S_{6}$ both transitive on $\Omega$,
(ii) $A \cap T=\mathbb{Z}_{5}$ or $D_{10}$ and $B \cap T \leqslant S_{3} 乙 S_{2}$,
(iii) $G \not S_{6}$ and the intersections $A \cap S_{6}$ and $B \cap S_{6}$ are as in item (a)

By TheoremC.1 the problem of classifying the $X$-strongly incidence-transitive codes with $X_{\Delta} \in \mathcal{C}_{9}$ and $\operatorname{soc}\left(X_{\Delta}\right)=A_{m}$ can, in theory, be solved by identifying which of the factorisations described above can be associated with the Jordan-Steiner actions. This is currently an open problem.

## C.2. $\mathcal{C}_{9}$ codeword stabilisers with exceptional Lie type socle

We denote by $V \cong \mathbb{F}_{2}^{2 n}$ the natural module for $X$ and by $\mathcal{Q}^{\varepsilon}$ the set of $\varepsilon$-type quadratic forms on $V$ which polarise to the symplectic form fixed by $X$. If $\Gamma \subset\binom{\mathcal{Q}^{\varepsilon}}{k}$ is $X$-strongly incidence-transitive and $\Delta \in \Gamma$ then Lemma 1.15 implies $X_{\Delta}=X_{\Delta, \varphi} X_{\Delta, \psi}$ is a factorisation, where $(\varphi, \psi) \in \Delta \times \bar{\Delta}$. Suppose $X_{\Delta}$ is an exceptional group of Lie type. Then part (a) of Theorem C.3 implies that $T=G_{2}\left(3^{f}\right), G_{2}(4)$ or $F_{4}\left(2^{f}\right)$. We consider each case in turn.

## Theorem C. 3 (60])

Let $G$ be an exceptional group of Lie type and let $G=A B$ for proper subgroups $A, B<G$. Then one of the following holds:
(a) $G=T$ and one of the following holds:
(i) $G=G_{2}(q), \mathrm{SL}_{3}(q) \leqslant A \leqslant \mathrm{SL}_{3}(q) \cdot 2, \mathrm{SU}_{3}(q) \leqslant B \leqslant \mathrm{SU}_{3}(q) .2, q=3^{f}$;
(ii) $G=G_{2}(q), A={ }^{2} G_{2}(q), \mathrm{SL}_{3}(q) \leqslant B \leqslant \mathrm{SL}_{3}(q) \cdot 2, q=3^{2 f+1}$; or
(iii) $G=G_{2}(4), A=J_{2}, \mathrm{SU}_{3}(4) \leqslant B \leqslant \mathrm{SU}_{3}(4) .2$;
(iv) $G=F_{4}(q), A=\operatorname{Sp}_{8}(q),{ }^{3} D_{4}(q) \leqslant B \leqslant{ }^{3} D_{4}(q) \cdot 3, q=2^{f}$.
(b) $G \neq T$ and one of the following holds:
(i) $T=(T \cap A)(T \cap B)$ with $T, T \cap A$ and $T \cap B$ as in part (a); or
(ii) $G=G_{2}(4) \cdot 2, A=G_{2}(2) \times 2, B=\mathrm{SU}_{3}(4) .4$.

## Lemma C. 4

Let $X=\operatorname{Sp}_{2 n}(2)$ and let $\Gamma \subset\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ is an $X$ strongly incidence-transitive code with $\Delta \in \Gamma$ and $X_{\Delta}$ almost-simple and irreducible. Then $\operatorname{soc}\left(X_{\Delta}\right) \neq G_{2}\left(3^{f}\right)$.

Proof. Example D.3 shows that $X_{\Delta} \neq G_{2}(3)$ or $G_{2}(3) .2$. Suppose then that $f>1$. We have $|\operatorname{Aut}(T)|=2 f q^{6}\left(q^{6}-1\right)\left(q^{2}-1\right) \leqslant 2 q^{15}$, and by 62, $\operatorname{dim}(V) \geqslant q\left(q^{2}-1\right)$. Therefore Lemma 6.3implies

$$
0<\log _{2}(|\operatorname{Aut}(T)|)-e(T)+2<15 \log _{2}(q)-q^{3}+q+3
$$

Set $b(f)=15 \log _{2}\left(3^{f}\right)-3^{3 f}+3^{f}+3$. Then for all $f>1$ we have

$$
\begin{aligned}
b(f+1)-b(f) & =15 \log _{2}\left(3^{f+1}\right)-3^{3(f+1)}+3^{f+1}+3-15 \log _{2}\left(3^{f}\right)+3^{3 f}-3^{f}-3 \\
& =15 \log _{2}(3)+\left(3^{3 f}-3^{3(f+1)}\right)+\left(3^{f+1}-3^{f}\right) \\
& =15 \log _{2}(3)+3^{3 f}\left(1-3^{3}\right)+3^{f}(3-1) \\
& =15 \log _{2}(3)-26 \cdot 3^{3 f}-2 \cdot 3^{f}
\end{aligned}
$$

Note that $b(f)$ is decreasing and therefore for all $f \geqslant 2, b(f) \leqslant b(2) \approx-662.5$. This contradicts Lemma 6.3. Therefore $\operatorname{soc}\left(X_{\Delta}\right) \neq G_{2}\left(3^{f}\right)$ for any $f \geqslant 1$.

## Lemma C. 5

Let $X=\operatorname{Sp}_{2 n}(2)$ and let $\Gamma \subset\left(\frac{\mathcal{Q}^{\varepsilon}}{k}\right)$ is an $X$ strongly incidence-transitive code with $\Delta \in \Gamma$ and $X_{\Delta}$ almost-simple. Then $\operatorname{soc}\left(X_{\Delta}\right) \neq G_{2}(4)$.

Proof. We apply Theorem C.3. If $T=G_{2}(4)=G$ then we have $A=J_{2}$ and $B=\mathrm{SU}_{3}(4)$ or $\mathrm{SU}_{3}(4) .2$. Another possibility is $G=T .2$ with $A=N_{G}\left(J_{2}\right)=J_{2} .2$ and $B=N_{G}\left(\mathrm{SU}_{3}(4)\right)=$ $N_{G}\left(\mathrm{SU}_{3}(4) .2\right)=\mathrm{SU}_{3}(4) .4$. For the cases above we have $|\Omega|=|G: A|+|G: B| \in\{4448,2432\}$ and $\nu_{e}(|\Omega|) \in\left\{2^{5}, 2^{7}\right\}$. But if $n \in\{6,8\}$ then $\left|\mathcal{Q}^{\epsilon}\left(\mathbb{F}_{2}^{2 n}\right)\right| \in\{2016,2080,32640,32896\}$, so $|\Omega| \neq\left|\mathcal{Q}^{\varepsilon}\right|$. Finally, suppose $G=T .2$ with $A=G_{2}(2) \times 2$ and $B=\mathrm{SU}_{3}(4) .4$. Then $|\Omega|=|G: A|+|G: B|=73856=2^{7} .577$, which contradicts Lemma 6.2. Therefore $\operatorname{soc}\left(X_{\Delta}\right) \neq G_{2}(4)$.

## Lemma C. 6

Let $X=\operatorname{Sp}_{2 n}(2)$ and let $\Gamma \subset\left(\mathcal{Q}_{k}^{\varepsilon}\right)$ is an $X$ strongly incidence-transitive code with $\Delta \in \Gamma$ and $X_{\Delta}$ almost-simple. Then $X_{\Delta} \neq F_{4}(q)$ with $q=2^{f}$.

Proof. Suppose $T=F_{4}(q)$ with $A=\operatorname{Sp}_{8}(q), B={ }^{3} D_{4}(q)$ or ${ }^{3} D_{4}(q) .3$ and $q=2{ }^{f}$. Then $|T|=q^{24}\left(q^{12}-1\right)\left(q^{8}-1\right)\left(q^{6}-1\right)\left(q^{2}-1\right),|A|=q^{16}\left(q^{2}-1\right)\left(q^{4}-1\right)\left(q^{6}-1\right)\left(q^{8}-1\right),|B|=q^{12}\left(q^{2}-\right.$ 1) $\left(q^{6}-1\right)\left(q^{8}+q^{4}-1\right)$ or $3 q^{12}\left(q^{2}-1\right)\left(q^{6}-1\right)\left(q^{8}+q^{4}-1\right)$. Then

$$
\begin{gathered}
|T: A|=\frac{q^{24}\left(q^{12}-1\right)\left(q^{8}-1\right)\left(q^{6}-1\right)\left(q^{2}-1\right)}{q^{16}\left(q^{2}-1\right)\left(q^{4}-1\right)\left(q^{6}-1\right)\left(q^{8}-1\right)}=q^{8}\left(q^{8}+q^{4}+1\right) \\
|T: B|=\frac{q^{24}\left(q^{12}-1\right)\left(q^{8}-1\right)\left(q^{6}-1\right)\left(q^{2}-1\right)}{q^{12}\left(q^{2}-1\right)\left(q^{6}-1\right)\left(q^{8}+q^{4}-1\right)}=q^{12}\left(q^{4}-1\right)\left(q^{8}-1\right)
\end{gathered}
$$

Therefore

$$
\begin{equation*}
\left.|T: A|+|T: B|=q^{8}\left(q^{8}+q^{4}+1\right)+q^{4}\left(q^{4}-1\right)\left(q^{8}-1\right)\right)=q^{8}\left(q^{12}\left(q^{4}-1\right)+1\right) \tag{C.2}
\end{equation*}
$$

Since $q=2^{f}, \nu_{e}(|T: A|+|T: B|)=q^{8}$. If $\left|\mathcal{Q}^{\varepsilon}\right|=|T: A|+|T: B|$ then $q^{8}=2^{n-1}$ and therefore

$$
\begin{equation*}
\left|\mathcal{Q}^{\varepsilon}\right|=q^{8}\left(2 \cdot q^{8}+\varepsilon\right) \tag{C.3}
\end{equation*}
$$

Comparing equation (C.3 with equation C.2), we have $\left|\mathcal{Q}^{\varepsilon}\right|=|T: A|+|T: B|$ if and only if

$$
\begin{equation*}
q^{12}\left(q^{4}-1\right)+1-2 \cdot q^{8}-\varepsilon=q^{8}\left(q^{8}-q^{4}-1\right)+1-\varepsilon=0 . \tag{C.4}
\end{equation*}
$$

But $q^{8}\left(q^{8}-q^{4}-1\right)+1-\varepsilon \geqslant q^{8}\left(q^{8}-q^{4}-1\right)$. Since $q>0$ and $q^{8}-q^{4}-1>0$, equation C.4) does not hold. Therefore $X_{\Delta} \neq F_{4}(q)$.

## Remark C. 7

It is desirable to extend or modify Lemma C. 6 so as to eliminate completely the possibility that $\operatorname{soc}\left(X_{\Delta}\right)=F_{4}(q)$. We note that $\nu_{e}\left(\left|F_{4}(q)\right|\right)=q^{24}, \nu_{e}\left(\left|\operatorname{Sp}_{8}(q)\right|\right)=q^{16}, \nu_{e}\left(\left|{ }^{3} D_{4}(q)\right|\right)=q^{12}$. Therefore $\nu_{e}\left(\left|F_{4}(q): \operatorname{Sp}_{8}(q)\right|\right)=q^{8}$ and $\nu_{e}\left(\left|F_{4}(q):{ }^{3} D_{4}(q)\right|\right)=q^{12}$. If $F_{4}(q) \leqslant G=X_{\Delta} \leqslant \operatorname{Aut}\left(F_{4}(q)\right)$ then we have $q^{12} \leqslant|G: B| \leqslant 2 f q^{12}$ and $q^{8} \leqslant|G: A| \leqslant 2 f q^{8}$.

## C.3. Binary affine subspace codes

Suppose $N_{X}\left(T_{\Delta}\right)=X_{\Delta}$, where $T_{\Delta}$ is a nontrivial proper subgroup of $T . T_{\Delta}$ acts regularly on $\Delta$ and therefore $\Delta$ is a subspace of $\mathcal{V}$. In this case $|\mathcal{M}|=|\Gamma|$ so $\Gamma$ is a collection of affine flats.

## Example C. 8

Let $V=\mathbb{F}_{2}^{n}$ with $n \geqslant 3$ and $1<d<n$. Let $\Gamma$ be the set of all $d$-flats in $\operatorname{AG}(V)$. Then $\operatorname{Aut}(\Gamma)=$ $\operatorname{AGL}(V)$ and $\Gamma$ is $X$-strongly incidence-transitive. In particular, let $\left\{e_{i} \mid 1 \leqslant i \leqslant n\right\}$ be a basis for $V$ and let $U=\left\langle e_{i} \mid 1 \leqslant i \leqslant d\right\rangle$ where $d<n$. As a matter of convenience we let $W$ be a complement of $U$ in $V$ so that $V=U \oplus W$. Since $X$ is transitive on the set of affine $d$-flats we may take $\Delta=U$. We have $X_{\Delta}=T_{U} \rtimes P$ where $T=\left\{t_{u} \in T \mid u \in U\right\}$ and $P=X_{0, U}$ is the group of matrices of the form

$$
P=X_{0, U}=\left\{\left.\left(\begin{array}{ll}
a & O \\
r & b
\end{array}\right) \right\rvert\, a \in \mathrm{GL}(U), b \in \mathrm{GL}(W), r \in \mathbb{F}_{2}^{(n-d)} \times \mathbb{F}_{2}^{d}\right\}=R \rtimes(\mathrm{GL}(U) \times \mathrm{GL}(W))
$$

We write $(r, a, b) \in R \rtimes(\operatorname{GL}(U) \times \mathrm{GL}(W))$. Then for $v=u+w \in V$ the action of $P$ can be expressed as $(u+w)(r, a, b)=u a+w r+w b$ where $u \in U$ and $w \in W$. Note that $u a+w r \in U$ and $w b \in W$.

## Lemma C. 9

Let $H=\left\{\left(O, I_{d}, b\right) \in P\right\}$, where $O$ is the $(n-d) \times d$ zero matrix. With the notation of Example C.8, $H$ is transitive on the nonzero vectors in the quotient space $V / U$.

Proof. By definition $W=\left\langle e_{i} \mid d+1 \leqslant i \leqslant n\right\rangle$ and $V / U=\left\langle U+e_{i} \mid d+1 \leqslant i \leqslant n\right\rangle$. The canonical quotient mapping $\pi: W \rightarrow V / U$ defined by $e_{i} \mapsto U+e_{i}$ is an isomorphism of vector spaces. Moreover, for all $U+w \in V / U$ with $w \in W$ we have $(U+w)\left(O, I_{d}, b\right)=U+w b$. Since $\mathrm{GL}(W)$ acts transitively on $W \backslash\{0\}$, it follows that $H$ acts transitively on the nonzero vectors in $V / U$.

## Lemma C. 10

Given $v \in V \backslash U$, the unipotent radical $R$ acts transitively on the $\operatorname{coset} U+v$.

Proof. We may assume without loss of generality that $v \in W$. Let $u_{1}+v, u_{2}+v \in U+v$.
Let $\left(r, I_{d}, I_{n-d}\right) \in R$. Then $\left(u_{1}+v\right)\left(r, I_{d}, I_{n-d}\right)=u_{1}+v r+v$, so $R$ is transitive on $U+v$ if and only if there exists a $(n-d) \times d$ matrix $r$ such that $v r=u_{2}+u_{1}$. Since $v \neq 0$ there exists a $j \in[1: n]$ such that the $j$ th coordinate of $v$ is 1 . Then we define $r$ to be the matrix whose $j$ th row is equal to $u_{2}+u_{1}$ and we set all other entries equal to zero. Then $v r=u_{2}+u_{1}$ and $R$ is transitive on $U+v$.

## Lemma C. 11

Let $X=\operatorname{AGL}_{n}(2)$ and let $\Gamma$ denote the code defined in Example C. 8 Then $\Gamma$ is an $X$-strongly incidence-transitive code in $J\left(2^{n}, 2^{d}\right)$.

Proof. By Lemma 1.20, $\Gamma$ is $X$-strongly incidence-transitive if and only if
(i) $X$ is transitive on $V$;
(ii) there exists $u \in V$ such that $X_{u}$ acts transitively on the set $\Gamma_{u}$ of codewords which contain $u$; and
(iii) there exists $\Delta \in \Gamma$ with $u \in \Delta$ such that $X_{u, \Delta}$ acts transitively on $\bar{\Delta}$.

Clearly $X$ acts transitively on $V$ since the subgroup of translations is transitive on $V$. Therefore property (i) holds. Next we choose $u=0$ and consider the set $\Gamma_{0}$ of codewords that contain 0 . Specifically, $\Gamma_{0}$ is the set of $m$-dimensional subspaces of $V$ and $X_{0}=\mathrm{GL}(V)$ acts transitively on $\Gamma_{0}$, so property (ii) holds. Next, consider the vectors $x, y \in V \backslash \Delta$ where $x=e_{d+1}$ and $y=u+w$ with $u \in U$ and $w \in W \backslash\{0\}$. By Lemma C. $9 H$ acts transitively on $V / U$ and therefore there exists an element $h \in H$ such that $U+x h=U+y=U+v$. Finally, the unipotent radical $R$ fixes the quotient space $V / U$ pointwise but permutes transitively the set of points within a given coset by Lemma C.10. Therefore there exists $r \in R$ such that $U+v$ is fixed setwise but $x h r=y$. Therefore property (iii) holds.

Lemma C.11 shows that the set of all $d$-flats in $V$ is a strongly incidence-transitive code with automorphism group $\mathrm{AGL}(V)$. It remains to determine whether there are any strongly incidencetransitive subcodes with automorphism group $X=T \rtimes X_{0}$, where $X_{0}<\mathrm{GL}(V)$ is transitive on the nonzero vectors in $V$. Theorem C. 12 provides a list of subgroups of $\mathrm{GL}_{n}(2)$ which act transitively on $\mathbb{F}_{2}^{n} \backslash\{0\}$. Note that this is a special case of Herring's Theorem; see 67] for further details.

## Theorem C. 12 (67)

If $X_{0}$ is a subgroup of $\mathrm{GL}_{n}(2)$ which is transitive on $\mathbb{F}_{2}^{n} \backslash\{0\}$ then $X_{0}$ lies in one of the following classes:
(i) $X_{0} \leqslant \Gamma \mathrm{~L}_{1}\left(2^{n}\right)$,
(ii) $X_{0} \triangleleft \mathrm{SL}_{a}\left(2^{b}\right)$ with $n=a b$,
(iii) $X_{0} \triangleleft \operatorname{Sp}_{2 a}\left(2^{b}\right)$ with $n=2 a b$,
(iv) $X_{0}=A_{7}<A_{8}=\mathrm{SL}_{4}(2)$,
(v) $X_{0}=A_{6} \cong \operatorname{Sp}_{4}(2)^{\prime}$ and $n=4$, or
(vi) $X_{0} \triangleleft G_{2}(2)^{\prime}$ and $n=6$.

Conversely, each of the above classes gives rise to a subgroup of $\mathrm{GL}_{n}(2)$ which acts transitively on $\mathbb{F}_{2}^{n} \backslash\{0\}$.

Let $\Gamma$ be the code from Example C. 8 . Given one of the groups $X_{0}$ from Theorem C. 12 we can potentially construct codes $\Gamma^{\prime} \subseteq \Gamma$ by computing the orbits of $X_{0}$ on the $r$-dimensional subspaces of $V$ for $2 \leqslant r \leqslant n-2$. If $\Delta$ is an orbit representative and $X_{0, \Delta}$ is transitive on $V \backslash \Delta$ then we may take $\Gamma$ to be the set of all translations of each subspace in $\Delta^{X_{0}}$. The next example shows that there are translation-regular strongly incidence-transitive codes other than the family presented in Example C.8. Note that $\Gamma^{\prime}=\Gamma$ if and only if $\Delta_{0}^{X}$ is the full set of $r$-dimensional subspaces of $V$. In particular, $X_{0}$ always acts transitively on the set of 1 -spaces and the set of $(n-1)$-spaces in $\mathbb{F}_{2}^{n}$ by definition.

## Example C. 13

We consider the final two cases from Theorem C. 12 using GAP [59].
(1) Let $V=\mathbb{F}_{2}^{4}$ and $X_{0}=A_{6} \cong \operatorname{Sp}_{4}(2)^{\prime}$. $X_{0}$ acts transitively on the set of 3-spaces $V$ but has two orbits in the set of 2 -spaces with representatives $U_{1}=\left\langle e_{2}, e_{3}\right\rangle$ and $U_{2}=\left\langle e_{1}+e_{3}, e_{2}+e_{3}\right\rangle$. Using GAP we find $X_{0, U_{1}} \cong S_{4}$ acts transitively on $V \backslash U_{1}$ while $X_{0, U_{2}} \cong C_{3} \times C_{3} \rtimes C_{2}$ is intransitive on $V \backslash U_{2}$. Therefore, taking $\Delta=U_{1}$ and $X=T \rtimes A_{6}$ yields a strongly incidence transitive code in $J(16,4)$.
(2) Let $V=\mathbb{F}_{2}^{6}$ and $X_{0} \triangleright G_{2}(2)^{\prime}$. Suppose $X_{0}=G_{2}(2)^{\prime}$. Then $X_{0}$ has orbit lengths [252, 63, 336] on lines, $[756,504,36,63,36]$ on planes, and $[336,252,63]$ on solids. Only one of these orbits yields a strongly incidence-transitive code. Taking $\Delta=\left\langle e_{1}, e_{2}, e_{3}, e_{6}\right\rangle$, we find $k=16$, $\left|\Gamma_{0}\right|=63$ and $X_{0, \Delta}=\mathrm{SL}_{2}(3) \rtimes C_{4}$. Taking $X_{0}=G_{2}(2)$ yields only the code code above with $X_{0, \Delta}=\left(\mathrm{SL}_{2}(3) \rtimes C_{4}\right) \rtimes C_{2}$.

Note that replacing $\Delta$ by $\bar{\Delta}$ in Example C. 13 yields strongly incidence-transitive codes. There are no new examples arising from item (iv) of Theorem C. 12 since $A_{7}$ acts transitively on the 2 and 3 -spaces in $\mathbb{F}_{2}^{4}$. A full classification of the translation-regular affine type codes requires only an analysis of Theorem C. 12 (cases (i) - (iii)) and is an open problem at present.

## APPENDIX D

## GAP code

Additional code is available from 64.

## D.1. Tools

## Program D. 1

```
# Compute largest dim(V) such that 2^{n-1}(2^n-1) <= order (of an unspecified group)
LargestDim := function(order)
    local n;
    n := 1;
    while 2^(n-2)*(2^n-1) <= order do;
        n := n+1;
    od;
    return 2*(n-1);
end;
```


## Program D. 2

```
# Compute the values of k such that k(v-k) divides order
KPossible := function(order,dim,eps)
    local v, n;
    n := dim/2;
    v := 2^(n-1)*(2^n+eps);
    return Filtered([2..v/2], k->order/(k*(v-k)) in Integers);
end;
```


## Example D. 3

Consider $X=\operatorname{Sp}_{2 n}(2)$ acting 2 -transitively on $\mathcal{Q}^{\varepsilon}$. Does there exist an $X$-strongly incidence-transitive code $\Gamma$ with $\Delta \in \Gamma$ and $X_{\Delta} \cong G_{2}(3)$ ? We use GAP to provide an answer.

```
gap> g:=AtlasGroup("G2(3)");;
gap> order:=Order(g);
4245696
gap> LargestDim(order);
24
```

gap> KPossible(order,14,1);
[ ]
gap> KPossible(order, 14,-1);
[ ]

## D.2. Examples

Program D. 4
Some calculations used in the proof of Lemma 5.37

```
# The primitive action of S10 on 120 points is available from the PrimGrp package
gap> omega:=[1..120];;
gap> g := PrimitiveGroup (120,19);
Sym(10)
gap> NrMovedPoints(g);
120
gap> cc:=ConjugacyClassesMaximalSubgroups(g);;
gap> rep:=List(cc,Representative); ;
gap> filt:=Filtered(rep, grp -> Order(grp)/(60^2) in Integers);;
gap> List(filt,StructureDescription);
[ "A10", "(A5 x A5) : D8" ]
gap> for grp in filt do; Display(OrbitLengths(grp,omega)); od;
[ 120 ]
[ 20, 100 ]
# A10 is transitive so we must investigate further
gap> h:=filt[1];;
gap> cc:=ConjugacyClassesMaximalSubgroups(h);;
gap> rep:=List(cc,Representative); ;
gap> filt:=Filtered(rep, grp -> Order(grp)/(60~2) in Integers);;
gap> List(filt,StructureDescription);
[ "(A5 x A5) : C4" ]
gap> for grp in filt do; Display(OrbitLengths(grp,omega)); od;
[ 20, 100 ]
```
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